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Glossary

affordances: In the new media sphere context, affordances are sets of features specific to particular software or 
platforms. Users often utilize these features in ways that developers did not plan.

bots: Short for robots, bots are automated programs that perform repetitive tasks and can be designed to mimic the 
online activity of humans.

disinformation: Media that contains false or misleading information that is created and shared to intentionally 
harm a specific target.

gamification: The process of adding “game” elements, such as leaderboards and rewards systems, to non-game 
environments.

gray zone competition: The gray zone is the space between war and peace. Gray zone competition can be thought 
of as competition between actors (state or non-state) that exceeds normal peacetime competition but does not 
meet the threshold of a declared war.

hashtag hijacking: Using an existing popular hashtag to circulate unrelated content.

information environment: The full spectrum of actors and systems that share and use information.

information operations (IOs): Information operations use information to target an audience with a specific 
message to create a desired change within that audience.

malinformation: Information that is based on truth but is exaggerated or otherwise taken out of context to cause 
harm. 

meme: A term describing how small bits of cultural information are passed between people, replicated over and 
over, and spread widely.

memeification: The process of turning a piece of content (e.g., taglines, images, song snippets, cultural icons) into 
a meme.

misinformation: Media that contains false or misleading information but that is not intentionally shared to cause 
harm. Often the sharer is unaware that the media contains false or misleading information.

new media ecosystem: Traditional, digital, and social media in an interrelated ecosystem that allows participants 
to be sources, producers, and consumers of information, often simultaneously. 

polluted information: A catch-all term for disinformation, misinformation, and malinformation. 

sockpuppet accounts: Fake social media accounts that are meant to appear real to other users.

Blind Sided: A Reconceptualization of the Role of Emerging Technologies in 
Shaping Information Operations in the Gray Zone
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Introduction
In June 2022, Facebook and Twitter accounts suddenly focused their wrath on Australian company Lynas. The 
previous year, Lynas—the largest rare earths mining and processing company outside China—had inked a deal 
with the U.S. Department of Defense to build a processing facility for rare earth elements in Texas. Over a year 
after the deal was signed, concerned Texas residents began taking to social media to loudly voice opposition to the 
deal. They claimed the facility would create pollution and toxic waste, endangering the local population. Residents 
disparaged Lynas’s environmental record, and called for protests against the construction of the processing facility 
and a boycott of the company. 

Only these posts weren’t coming from Texas residents at all. The lead voices on the topic weren’t even real identities. 
The campaign was led by fake accounts set up and maintained by the People’s Republic of China (PRC) in an 
information operation (IO) aimed at smearing the image of China’s competitors in the field of rare earths—metals 
critical to producing advanced electronics, electric vehicles, batteries, and renewable energy systems. China is a 
behemoth in this field, controlling over 80% of global production of rare earths, and is eager to maintain its supply 
chain dominance.1 

This PRC-led campaign against a rival in the rare earths field was discovered by cybersecurity firm Mandiant, which 
has also unearthed past PRC-led IOs aimed at promoting “narratives in support of the political interests of ” 
Beijing.2 Nor was Lynas the only company that China targeted in its attempts to use the information space to ensure 

continued rare earths dominance. 
In June 2022, the same PRC-led 
campaign targeted both Appia 
Rare Earths & Uranium 
Corporation, a Canadian rare 
earths mining company, and the 
American rare earths manufacturer 
USA Rare Earth. Both companies 
were bombarded by “negative 
messaging in response to potential 
or planned rare earths production 
activities,” Mandiant noted.3 

China’s desired end was to damage 
Western companies in the rare 
earths sector to thwart would-be 
competitors. In doing so, Beijing 
seeded a social media operation, 
using accounts carefully crafted 
to look like Texas residents 
voicing very real fears about the 
damage Lynas could do to their 
communities. 

China’s information operations—and, indeed, information operations in general—are not a new phenomenon. 
But IOs have metamorphosed and become turbocharged in today’s digital information environment. As Thomas 
Rid has observed, such operations have been “reborn and reshaped by new technologies and internet culture.”4 

Examples of posts created by the Chinese influence operation against 
Lynas. Source: Mandiant.
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Characteristics of the digital-age information environment allow various actors to leverage information operations 
to propagate information and mobilize audiences for their own ends (or alternatively, to suppress the spread of 
information or mobilization of populations, as we will discuss). 

This dynamic has a deep influence on how information operations are conducted in the gray zone, which is the 
space that exists between war and peace. Gray zone competition can be thought of as competition between actors 
(state or non-state) that exceeds normal peacetime competition but does not meet the threshold of a declared 
war. The “gray zone” is synonymous with irregular warfare. Modern information operations are favored by gray 
zone actors because they allow competition with adversaries without direct physical confrontation. To carry out 
gray zone information operations, actors rely on and exploit psychological biases, social and political structures, 
characteristics and affordances of the media and information environments, and emerging technologies. Further 
enabling gray zone information operations is the new media ecosystem, which comprises traditional, digital, and 
social media in an interrelated ecosystem that allows participants to be sources, producers, and consumers of 
information, often simultaneously. 

This report uses the framing of ends, ways, and means to analyze the impact of information operations.5 By ends, 
we refer to the end state or outcome that information operations actors are seeking to achieve—in other words, 
why the actor is conducting the IO in the first place. Ultimately, all information operations have a desired end, 
be it political, economic, diplomatic, or social. By ways, we refer to how actors seek to achieve their preferred end 
through information operations (including by amplifying or suppressing information). And by means, we refer to 
the specific information operation that the IO actor employs—in other words, the specific “play” that they select 
from the IO playbook that this report presents. IO actors have a number of tools at their disposal to conduct the 
IO, which provide the methods, capabilities, and resources for conducting information operations. 

Policymakers and security professionals in liberal democracies have repeatedly been blindsided by emerging gray 
zone IO threats, while their focus has been on past IOs they have encountered. This report’s ambitious goal is to 
take a significant step toward changing this dynamic by de-centering the prevailing analytic focus on the actors 
employing information operations. Instead, the report focuses on the strategies and tools that actors employ in their 
information operations to achieve their desired end state. When analysts are overly focused on the activities of a 
particular actor, they open themselves up to being blindsided. After all, in this information environment, no actor 
formulates its IOs in a vacuum. For example, when a left-wing movement successfully mobilizes large numbers 
of people to the streets in protest, its success is studied not only by that movement’s adherents, but also by white 
supremacists, pro-democracy social movements in the Middle East, authoritarian states seeking to exacerbate social 
divisions in the West, jihadist groups, and other actors. Successful IOs and strategies are replicated not only by the actor 
that pioneered them and by its allies, but also by a multiplicity of other actors with various ideologies, motivations, and 
goals.

The report makes three primary contributions. First, it offers the propagation-mobilization framework for 
understanding IOs in the gray zone. This framework holds that there are two ways IOs are used in gray zone 
strategies—propagation of information and mobilization to action—to achieve a desired end. Gray zone IOs can 
be understood as having one of two impacts on these lines of effort, creating either positive or negative feedbacks 
that amplify or suppress propagation and mobilization to action. Though this framework may appear at first blush 
to be a simplifying schema, we believe it in fact has revolutionary implications, as this report details later. Second, 
this report adapts evolutionary theory to enhance our analytic understanding of information operations in the gray 
zone. Evolutionary theory has previously been employed in certain contexts in the social sciences, but we assess it 
as uniquely valuable for illuminating information operations. 
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Third, this report outlines a robust range of digital and offline IOs, explicates their utility for a variety of actors, 
and maps their interactive potential. It provides a “playbook” for understanding information operations as a 
critical means to gray zone competition. In doing so, we seek to create understanding of how gray zone actors 
employ information operations. The impact of such an elucidation may at first seem simple, but we believe that it 
will have a potentially profound effect. In pulling together various and seemingly disparate IOs into one binding 
framework, we hope to provide a richer understanding of IOs than that conveyed by actor-focused analyses, which 
will potentially overlook the evolutionary nature of IOs and thus possibly miss emergent IO threats. 

Our endeavor here is similar to that undertaken by the iconic chess theorist Aron Nimzowitsch, whose 1925 
volume My System worked to discern principles and hence a framework for understanding the complex war being 
fought on the 64 squares of the chessboard. As Nimzowitsch detailed: 

The individual items, especially in the first part of the book, are seemingly very simple—but that 
is precisely what is meritorious about them. Having reduced the chaos to a certain number of rules 
involving inter-connected causal relations, that is just what I think I may be proud of. How simple 
the five special cases in the play on the seventh and eighth ranks sound, but how difficult they 
were to educe from the chaos! Or the open files and even the pawn chain! .... I now hand this first 
installment over for publication. I do so in good conscience. My book will have its defects—I was 
unable to illuminate all the corners of chess strategy—but I flatter myself of having written the first 
real textbook of chess and not merely of the openings.6

We believe we are, in a similar fashion, creating a playbook for understanding information operations in the gray 
zone. Our aim is to provide a clear framework in which IOs can be understood and—more importantly—predicted, 
by concretely discerning the IO strategies and tactics that actors may deploy, and noting their interlinkages and 
evolutions. While no such summary can be exhaustive of all potential IOs, particularly given the ever-changing 
technological context and the creative capacity of gray zone actors, the depth of this summary offers an essential 
overview of the utilities, modalities, and capacities embedded in contemporary gray zone IO competition. 

To provide a roadmap of this report, after describing the modern information environment and its role in enabling 
gray zone IOs, we lay out our framework in full. Drawing on the work of Canadian scholar Yannick Veilleux-
Lepage, who recently published a book applying evolutionary theory to airplane hijackings, we similarly apply 
evolutionary theory to information operations.7 This report also divides IOs into the two distinct lines of effort 
(LOEs) of propagation and mobilization. Propagation and mobilization LOEs can operate independently or feed 
into one another, producing feedback loops. The outcome of both propagation and mobilization can be either 
amplifying or suppressive. The desired outcome shapes which IOs will be selected for a particular LOE.

Amplifying propagation is rather intuitive: doing so is intended to rapidly spread information through the new 
media ecosystem. By contrast, suppressive propagation is the silencing of information in the new media ecosystem, 
which can come from account takedowns, censorship (including producing an environment of self-censorship), 
harassment, or other means of preventing information from spreading. Similarly, amplifying mobilization is one 
of the classic goals of IOs, to make a target population go out and do something, such as donating blood, voting, 
protesting, carrying out terrorist attacks, or storming the U.S. Capitol. Suppressive mobilization aims to prevent 
people from doing something, such as staying home instead of voting, refraining from going to ISIS’s caliphate, 
declining to join a gang, or declining to take a COVID-19 vaccine.8

Using this report’s framework, we discuss the varieties of propagation and mobilization IOs, how these IOs are 
adapted across technology platforms and by users, and how these IOs are transmitted to other actors. This allows 
for a better understanding of how some IOs predominate while others die off. Our framework also allows for 
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analysis of “selection factors,” which can be broken down into the categories of feasibility, legitimacy, and effectiveness. 
Feasibility is a selection factor that considers how readily a particular IO can be carried out within a particular 
context; legitimacy gauges how well the information or mobilization strategies resonate with the target audience; 
and effectiveness measures whether the propagation or mobilization lines of effort have the intended effect.

The propagation-mobilization framework also has other implications. While mobilization is generally well defined 
in the literature, propagation’s role is an important departure from analysis of IOs that focuses on “fake news,” 
including disinformation. In place of such concepts, this report uses propagation of perspective as a value-neutral 
term to describe information intended to shape an audience’s perspective. The propagation of perspective is a socio-
technical process that utilizes information and cultural relations to achieve strategic goals. We may see these goals as 
noble or malign; but we should understand that a variety of actors with differing and often directly conflicting goals 
are watching and learning from one another. They are, often unintentionally, sharing IOs. Unlike the concepts of 
fake news or disinformation, propagation of perspective recognizes the complexity of the new media ecosystem and 
the myriad ways that information travels in that ecosystem. The socio-technical processes that enable propagation 
of perspective draw upon interactivity, convergence, and access to vast quantities of data to circulate information 
through the media ecosystem.

To highlight how this works, we examine the debate surrounding the origins of COVID-19 to showcase how 
information is propagated through the new media ecosystem, including how certain theories about COVID-19’s 
origins were amplified while others were suppressed. The complex and multifaceted nature of how perspective 
propagates is on full display as we describe the ways in which legitimate information and perspective were ensnared 
in purges of conspiracy theories.
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By applying the propagation-mobilization framework to gray zone IOs, we examine new media IOs that manipulate 
communication technologies like digital and social media to propagate information rapidly to a potentially enormous 
audience. Such manipulation can be achieved in localized operations or at scale. Localized IOs include affordance 
manipulation and evasive tactics. Scalar IOs include multi-platform operations and algorithmic manipulation.

The propagation-mobilization framework also allows us to examine how IOs can mobilize a target audience. 
Mobilization repertoires include online actions related to the interactivity of digital and social media, including 
circulation-based IOs such as interactive circulation, intermediation, and reactive circulation, as well as suppressive 
IOs like doxxing, networked swarms, brigading, and swatting. Mobilization repertoires also include offline actions 
such as non-violent protests, movements, and events, and also violent versions of each. Importantly, these action 
IOs, both online and offline, have been developed in large part by everyday people rather than by professionals 
trained to deploy information operations.

These mobilization IOs become exploitable by gray zone actors precisely because they are responses and actions 
that people already consider appropriate in the context of socio-political engagement. Gray zone IOs may thus lead 
to what appears to be grassroots mobilization that has in fact been manipulated by outside actors, a practice known 
as astroturfing. The campaign against Lynas introduced at the beginning of this report is an example of astroturfing. 
Moreover, threat actors may try to coopt existing movements or manipulate their mobilization. 

Gray zone IOs are likely to increase in frequency, scope, and sophistication. With further technological innovation, 
IOs will likely become tougher to detect. Moreover, technological and social developments have rendered a state’s 
population more vulnerable to targeting by IO actors than in years past. As we will show in this report, the new 
media ecosystem has also drastically shrunk the time between propagation of information and mobilization to 
action—a shrinkage that IO actors will seek to exploit. The time for states and societies to build resilience to gray 
zone IOs is now. 

Hostile actors’ IOs represent a serious threat to democracy. Such IOs seek to fray the fabric of trust and tolerance 
that binds states, societies, communities, and institutions together. Hostile actors are able to do so for a relatively 
low cost. Thus, we view this report’s admittedly ambitious goals with some urgency. 

1. Toward a New Understanding of Information 
Propagation and Mobilization
At the center of this report is a new framework for understanding gray zone IOs, the propagation-mobilization 
framework. Though the contours of the propagation-mobilization framework may seem simple, we believe 
its implications are profound. The framework holds that there are two lines of effort to gray zones operations: 
propagation (e.g., of communications, ideas, conspiracy theories, memes) and mobilization. Gray zone IOs, whether 
employed by adversaries or allies, can be understood as having one of two impacts on these lines of effort, creating 
positive feedbacks (amplifying effects) or negative feedbacks (suppressive effects). Not every gray zone IO has an 
impact on both propagation and mobilization, but gray zone IOs increasingly operate on both lines of effort 
simultaneously.

In this report, we examine how IOs are employed in gray zone competition to advance propagation and 
mobilization. In doing so, we employ an evolutionary framework that focuses on the IOs employed rather than 
on the actors employing them. The evolutionary framework has great explanatory potential in the social sciences, 
and for disinformation specifically. Coupled with this report’s propagation-mobilization framework, evolutionary 
theory can illuminate the kind of IOs we will confront in the future.
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The first benefit of the propagation-mobilization framework is that it avoids the information-disinformation 
binary that often dominates these discussions. We do not seek to avoid this binary because we possess a postmodern 
skepticism of truth. Rather, there are three reasons we believe the information-disinformation binary can be 
unhelpful to analyzing gray zone IOs. First, IOs can be significant even if they are true, and indeed, gray zone 
IOs have long included elements of truth. This can be said, for example, about the IOs historically employed by 
the United States. Analyzing the Central Intelligence Agency’s information operations in the immediate wake of 
World War II, Thomas Rid notes that they employed a “blend of covert truthful revelations, forgeries, and outright 
subversion.”9 Second, even if an IO is true, it can at the same time be misleading. Disproportionate attention 
provided to certain factual incidents—for example, overemphasis on crimes committed by certain ethnic groups, or 
on adverse effects of certain vaccines—can conjure in the audience a feeling of ominous trends that may not reflect 
reality. And third, focusing solely on disinformation means that one will miss relevant evolutionary IOs that, while 
unrelated to disinformation in themselves, are highly relevant to the future of disinformation propagation. In other 
words, IOs are not unidirectional: disinformation actors do not simply learn from and copy other nefarious actors. 
Rather, IOs generated by “legitimate” actors may be coopted and evolved by nefarious ones. Anyone studying 
disinformation solely through the lens of disinformation-related IOs risks becoming blindsided to the evolutionary 
potential of non-disinformation IOs to be used by disinformation actors.

Another important reason to avoid the information-disinformation binary is truth decay in the mainstream 
media environment. Often the lines between information and disinformation are too brightly drawn by observers. 
Truth decay is determined by multiple factors in the information sphere, including the rush to publish, the push 
toward simplified clickbait, societal polarization (which increasingly extends also to journalists), and a social media 
environment in which the popularity of our every thought or viewpoint is immediately known. Mainstream media 
is often perceived as taking sides in cultural conflicts rather than representing objective truth. A vulnerability to 
adversary IOs exists when an audience perceives that those IOs better reflect the reality it experiences than does the 
mainstream information sphere. If the mainstream information sphere loses credibility, it will lack counter-propagation 
power.

A second benefit of the propagation-mobilization framework is that, through its emphasis on tactics over actors, 
the framework will help to avoid strategic surprise. Current frameworks tend to be actor-centric, a dynamic that can 
produce blind spots. For example, the January 6 attack on the U.S. Capitol surprised authorities, but should have 
been more foreseeable. Multiple mobilizations occurred from 2020-21 in the United States. In sequential order, 
the most important mass mobilizations during the period prior to the “stolen election” mobilization were: 1) anti-
lockdown protests, 2) a pro-racial justice mobilization, and 3) a separate mobilization by militant anti-fascist and 
anarchist activists, particularly in the Pacific Northwest. The tactics employed on January 6 were not foreseeable 
through a framework focused narrowly on actors who mobilized around the notion of a stolen election, but the 
likelihood of those events could be discerned by examining strategic evolutions across all four of these mobilizations. For 
example, the mobilization strategies of massing to overwhelm authorities and shutting down buildings symbolic 
of political power could be discerned in all three of the previous mobilizations. Future mobilizations leveraged to 
subvert democratic systems can be better predicted and prevented through this report’s framework.

A third benefit we foresee from this report’s framework is that it can enable more precise identification not just of 
adversaries’ use of emerging technologies in the gray zone but also the relevant signs that certain IOs are growing in 
significance. For example, several small-scale but relatively violent protests directly preceded the January 6 attack on 
the U.S. Capitol. These were conducted by groups such as the Proud Boys, which leveraged the notion of a stolen 
election to amplify, promote, and direct violence in these small-scale “seed” events, which showcased mobilization 
features from the previous three 2020 mobilizations. In particular, they showcased the shift to street violence 
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during the evening (dark) hours of the protests, skirmishes by the more aggressive participants, and vandalism of 
perceived opponents’ property. This highlights how groups’ tendencies to replicate selected (useful) strategies across 
disparate mobilizations provides a road map for prevention and response planning. Thus, this report’s framework 
can empower democratic actors to select strategies and corresponding IOs that will yield the greatest return on 
investment over time.

The fourth benefit relates to strategic deployment of complementary capabilities. The propagation-mobilization 
framework allows for clearer categorization of the strategic purpose of various emerging technologies in the gray 
zone. Its categorization of gray zone IOs into those that will have positive or negative feedbacks on propagation 
and mobilization can enable the development of comprehensive strategies where each capability supports all other 
elements.

With the advantages we discern from this framework in mind, we now outline how the propagation and mobilization 
elements of gray zone IOs came to be more tightly wound with one another than ever before.

The Technological Change: The World of the Social Web. In the information sphere, technology has allowed ever 
greater dissemination of information and messaging. Recent developments in the digital sphere are no less seismic 
than was Johannes Gutenberg’s invention of the printing press. Indeed, the internet itself has undergone two 
different revolutions in the past three decades.

The internet as it exists today is a far cry from where it stood in the 1990s. The first iteration of the internet, Web 
1.0—the “read-only” internet—was characterized by static webpages that could be read but offered little to no 
interactivity. Around the turn of the century, Web 2.0, or the “read-write” web, emerged. This iteration allowed users 
to create blogs, post multimedia content (e.g., audio recordings or videos), and engage more easily with content 
on webpages. Web 2.0 offered greater interactivity but did not change the average internet user into a content 
producer. The social web turned this dynamic on its head. On sites in the social web (e.g., Facebook, Twitter, 
YouTube), users were no longer primarily consumers of someone else’s material but were put in the position of being 
content producers themselves.10

Alongside the web’s evolution, internet adoption grew globally, as did adoption of social media in particular. For 
example, Facebook had 608 million monthly users at the end of 2010. By the end of 2014, that number had soared 
to nearly 1.4 billion, and it has by now reached nearly 3 billion.11 Thomas Rid notes how the changed technological 
environment transformed information operations. After tracing three preceding waves of disinformation, Rid writes 
that “the fourth wave of disinformation slowly built and crested in the mid-2010s…. The old art of slow-moving, 
highly skilled, close-range, labor-intensive psychological influence had turned high-tempo, low-skilled, remote, and 
disjointed.”12 It is this quick tempo of IOs empowered by technological changes that erodes the distinction between 
propagation and mobilization in the IO sphere. We illustrate this through the “virtual plotter” model employed by 
Daesh (also known as the Islamic State or ISIS), which represented a successful gray zone IO technique by a non-
state actor.

Daesh and the Virtual Plotter Model. Though it is difficult to measure, most experts believe that radicalization to 
violent extremism is occurring faster than ever before (e.g., the time between an individual beginning to explore 
violent extremist ideas or identities and acting on their behalf is compressed). Social media, with its frenetic 
pace of communications and the social bonds it fosters, can create an environment where extremist groups more 
quickly influence people’s identity formation in an extremist direction and drive them to action. Put differently, the 
distinction between propagation of, and mobilization in service of, violent extremist ideas has become less pronounced. 
Daesh’s online activities demonstrate this.
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In addition to using social media to help mobilize record numbers of foreign fighters to Syria during the country’s 
civil war, Daesh engineered a process by which its operatives could directly guide lone attackers, playing an intimate 
role in the conceptualization, target selection, timing, and execution of attacks. Essentially, operatives in Daesh’s 
external operations division coordinated attacks online with supporters across the globe, most of whom never 
personally met the Daesh operatives they conspired with. Virtual plotters thus could offer operatives the same 
services once provided by physical networks. The model helped transform lone attackers who relied heavily on the 
internet from the bungling wannabes they once were into something more dangerous.13 Further, the virtual plotter 
model created a process whereby propagation and mobilization occurred through the same mechanism. This stood 
in stark contrast with earlier jihadist propaganda, which would put out calls for violence and hope that these calls 
would be followed without the groups having any real way of ensuring that people would take up their calls for 
action.

The experience of the first Daesh virtual plotter to gain international recognition, British hacker-turned-terrorist 
Junaid Hussain, illustrates how this model wed propagation to mobilization:

May 2015

•	 Hussain encouraged Elton Simpson and Nadir Soofi to attack the “Jihad Watch Muhammad Art Exhibit 
and Cartoon Contest” held in Garland, Texas. Simpson and Soofi arrived at the venue and opened fire but 
were quickly killed by an alert security officer.14

•	 Hussain was in contact with Munir Abdulkader, a 22-year-old from West Chester, Ohio. He encouraged 
Abdulkader to launch an attack against U.S. military and law enforcement personnel. Authorities arrested 
Abdulkader after he purchased an AK-47 to further this plot.15

•	 A 17-year-old with links to Hussain was arrested in Melbourne, Australia for plotting a Mother’s Day 
massacre. Hussain provided the teen with bombmaking instructions and encouraged him to launch an 
attack in Melbourne.16

June 2015

•	 Hussain communicated with Usaamah Abdullah Rahim, a Daesh sympathizer who was killed while 
attacking a police officer and FBI agent in Roslindale, Massachusetts. An investigation following the 
attack revealed that Hussain initially encouraged Rahim and two co-conspirators to attack Pamela Geller, 
who had organized the Garland art contest.17

•	 Justin Nojan Sullivan, a 19-year old from Morganton, North Carolina, conspired with Hussain to plan 
a mass shooting that would be claimed in Daesh’s name. Sullivan was caught by the FBI before he could 
carry out the attack. But in the weeks before the attack, Sullivan succeeded in murdering a neighbor.18

•	 Hussain communicated with Fareed Mumuni and Munther Omar Saleh, members of a small Daesh 
cell in New York and New Jersey. Hussain encouraged Saleh to conduct a suicide bombing against law 
enforcement officers, and Mumuni stabbed an FBI agent who was executing a search warrant at his 
residence.19

•	 Hussain recruited Ardit Ferizi, a Daesh sympathizer living in Malaysia, to hack into the server for an 
Illinois company and release personally identifiable information on around 1,300 U.S. military or 
government personnel who had shopped there. Daesh subsequently released this information on Twitter 
as a list of targets for militants in the United States.20
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July 2015

•	 Hussain conspired with Junead Khan, who intended to attack U.S. military personnel in Britain. Hussain 
gave Khan bombmaking instructions and tactical suggestions. Khan was arrested prior to carrying out his 
attack.21

August 2015

•	 Zunaid Hussain, a doorman in Birmingham (U.K.), planned to detonate a bomb along the tracks of a 
rail line between Birmingham and London. Hussain reportedly communicated with Junaid Hussain over 
Twitter and Kik, another messaging platform.

Other examples of how the virtual plotter model wedded propagation to mobilization abound. Rachid Kassim, a 
French social worker turned jihadist, travelled to Syria to join Daesh in 2015. Like Junaid Hussain, he established 
a noteworthy social media presence, using his ability to speak both French and Arabic to connect with aspiring 
jihadists in his home country.22 Kassim ran a popular Telegram channel, Sabre de Lumière (Sword of Light), in 
which he called for attacks in European countries and distributed “hit lists” of high-profile individuals.23 He also 
engaged one-on-one with aspiring operatives, assisting them in carrying out attacks. Prior to his death in a July 2017 
U.S. airstrike, Kassim was involved in numerous plots, including the following:

June 2016

•	 French authorities believe Kassim was in contact with Larossi Abballa, a 25-year-old French jihadist who 
murdered a police captain and his partner in Magnanville, France.24 After slaying the couple, Abballa 
menaced their three-year-old child. He streamed this on Facebook Live, saying: “I don’t know yet what 
I’m going to do with him.”

July 2016

•	 Kassim was in contact via Telegram with Adel Kermiche and Abdel Malik Nabil Petitjean, who slit the 
throat of an elderly priest during services at a church in St. Ètienne-du-Rouvray. Authorities believe Kassim 
introduced the two operatives, who lived over 400 miles apart and first met in person shortly before the 
attack. Kassim took over Kermiche’s Telegram account after he was killed by police, one indication of his 
importance to the attackers.25

September 2016

•	 Kassim was in contact with a 15-year-old French boy who planned to carry out a knife attack in Paris.26

October 2016

•	 Kassim was in contact with an 18-year-old who was arrested in Clichy-la-Garenne (Hauts-de-Seine) for 
plotting an attack.27

•	 Kassim was in contact via Telegram with a young couple in Noisy-le-Sec who were planning an attack. 
Authorities arrested them after determining that their attack was imminent.28

In addition to his role in these plots, Kassim succeeded in bringing disparate individuals together to form cells (as 
he seemingly did for the attackers in the aforementioned St. Ètienne-du-Rouvray church attack). In September 
2016, French authorities arrested a group of female terrorists who tried to set off a car bomb near Paris’s Notre 
Dame Cathedral. One of them stabbed an officer outside the Boussy-Saint-Antoine rail station as authorities made 
the arrest.29 Before the attempted attack, none of the women had had any type of relationship with one another. 
Instead, they were  brought together solely by Kassim. In connecting the women, Kassim merged two different 
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lines of terrorist effort in two different parts of France based on one operative’s reluctance to carry out a suicide 
operation. Sarah Hervouët, a 23-year-old convert to Islam who was planning an attack in the southeastern French 
commune of Cogolin, had been communicating with Kassim over Telegram. Acting on Kassim’s orders, Hervouët 
drafted her will, wrote farewell letters to relatives, and made a video proclaiming her allegiance to Daesh. But she 
lost her appetite for this “suicide-by-police” attack. So Kassim connected her with two other women preparing to 
carry out an attack in Paris instead.30 Though the women failed to carry out the dramatic attack that Kassim hoped 
for, the Notre Dame case demonstrates the speed, agility, and adaptability of the virtual plotter model, and how it 
weds propagation to mobilization.

Pairing propagation and mobilization is even easier when, unlike in Daesh’s virtual plotter model, the IO is not 
attempting to mobilize the target to do something illegal, in which case the possibility of legal penalties may serve 
as a deterrent. In recent years, adversarial IOs targeting the United States and Canada have tried to mobilize the 
target audience in multiple ways, including mobilizing to activities that are both legal (e.g., protests) and illegal 
(e.g., carrying out attacks, looting).

2. What Is Gray Zone Competition?
“This is another type of war, new in its intensity, ancient in its origin — war by guerrillas, subversives, 
insurgents, assassins, war by ambush instead of by combat; by infiltration, instead of aggression, 
seeking victory by eroding and exhausting the enemy instead of engaging him.” -– John F. Kennedy

The concepts of peace and war typically connote a binary condition—a white or black distinction. However, in the 
twenty-first century, interstate conflict is more likely to take the form of gray zone competition rather than outright 
war. The gray zone is the space between peace and major armed conflict or war. As its name implies, there can be 
multiple shades of gray. The gray zone is thus a spectrum between the two polar opposites, with the peaceful or 
diplomatic competition between states at one end of the spectrum and open, violent conflict between states at the 
other end. Many historical events since the end of World War II can be understood as residing along this spectrum, 
in the form of interstate competition that does not meet the threshold of open warfare. Such events can be termed 
gray zone competition. Gray zone competition can be seen in clandestine activities like intelligence collection, covert 
operations, and information operations). IOs, sometimes also called information warfare, refer to “the strategic 
use of technological, operational, and psychological resources to disrupt the enemy’s informational capacities and 
protect friendly forces.”31 Such operations have been highly effective gray zone tools.

2.1 Introduction to the Gray Zone Environment 
The gray zone presents significant security challenges for states, as activities in the gray zone can be hard to detect, 
define, and attribute. States must define for themselves what meets the threshold for an act of war. Competitors try 
to undermine a state’s interests while staying below this threshold. Complicating matters further, the gray zone is 
notoriously difficult to define.

The gray zone is not a new space. Irregular warfare, low-intensity conflict, and asymmetric warfare have all preceded 
coinage of the gray zone competition concept. As far back as 1962, President John F. Kennedy described one aspect 
of what would now be called the gray zone, saying: “This is another type of war, new in its intensity, ancient in its 
origin—war by guerrillas, subversives, insurgents, assassins, war by ambush instead of by combat; by infiltration, 
instead of aggression, seeking victory by eroding and exhausting the enemy instead of engaging him.”32

The gray zone possesses several unique characteristics. As Philip Kapusta describes it, the gray zone is “characterized 
by ambiguity about the nature of the conflict, opacity of the parties involved, or uncertainty about the relevant 
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policy and legal frameworks.”33 The ambiguous nature of the gray zone creates challenges that do not exist in 
traditional decision-making models. The opacity of the gray zone allows both rival state actors and non-state actors 
to produce their own challenges to a state. Rival states and non-state actors can collaborate and work against a 
shared competitor, including via proxy relationships, which can create challenges in attributing any given gray zone 
activity to a single actor.

Gray zone challenges also depend on the perspective of the actor. As Kapusta points out, Russian activity in Ukraine 
may be a lower priority issue for Canada or the United States, one that might only merit economic sanctions, but 
it would be a top-priority issue for Russia if Western countries intervened. Miscalculation over such an issue could 
result in an unexpected escalation.34

One term sometimes associated with gray zone competition is irregular warfare. This term is defined rather broadly 
by the U.S.’s joint doctrine as “a violent struggle among state and nonstate actors for legitimacy and influence over 
the relevant populations.” But as Sandor Fabian notes, numerous “more specific conceptualizations” of the term 
have been advanced by scholars and practitioners alike.35 Another term associated with the gray zone is hybrid 
warfare, which NATO has defined as “a wide range of overt and covert military, paramilitary, and civilian measures 
employed in a highly integrated design.”36 Thus, hybrid warfare can augment the deployment of conventional 
armies with non-conventional activities like covert operations or guerilla warfare. There is debate among scholars 
regarding whether hybrid warfare and gray zone competition are interchangeable terms. For David Carment and 
Dani Belo, hybrid warfare is a strictly tactical concept while gray zone competition represents a strategic concept. 
Hybrid warfare can be one form of gray zone competition, but hybrid warfare does not have to be present in an 
adversary’s gray zone repertoire.37 Some, like Jean-Christophe Boucher, disagree with this characterization and 
argue that hybrid warfare is in fact synonymous with gray zone competition.38

Beyond the definitional challenges, the amorphous and ever-changing character of gray zone competition presents 
challenges for effectively planning for, and responding to, adversarial activities. According to one U.S. Army War 
College report, gray zone competition is “hard to classify, hard to conceptualize, hard to plan against, and therefore, 
very hard to counter.”39 For liberal democracies, the gray zone can be particularly challenging when trying to counter 
or compete with authoritarian states like Russia, China, and Iran, which regularly employ influence operations, 
manipulation, and outright intimidation that fall well short of the threshold for war to achieve strategic gain. Gray 
zone tactics include the exploitation of divisions and destabilizing levers within a state or a strategic ally of a state. 
Such exploitation aims to produce the political outcomes desired by the threat actor. For example, a rival state can 
focus on enabling internal resistance movements or exacerbating underlying conditions to disrupt the status quo 
with the aim of toppling a government.40

Gray zone activities seek to alter the competitive environment such that the target does not perceive the change 
until it is too late. This phenomenon has been compared to the “boiling frog” fable, wherein a frog placed in boiling 
water would immediately jump out, while a frog placed in tepid water will not jump out as the temperature is slowly 
raised until it boils alive. Similarly, sudden upheavals in the international environment may prompt a swift response 
from world powers, but slow and barely perceptible changes can acclimate those same states to a new normal. In 
short, a clear and present danger will likely become a major priority to be immediately addressed, while multiple 
smaller nuisances are weighed amid competing priorities, allowing them to be put on the backburner until the 
strategic environment has dramatically changed, one barely perceptible step after another.41 

One example of such gray zone competition can be seen in Russia’s activities vis-a-vis Europe. The use of information 
operations aimed at undermining political institutions, coercive energy deals that exploit European reliance on 
Russia, military demonstrations along Russia’s borders, and infiltration of disputed territory all highlight how 
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Russia uses IOs and seeks to compete in the gray zone.42 Russian activities in Georgia, Crimea, and Ukraine’s 
Donbas region all employ political, military, and economic activities that not only fall short of the threshold of 
war but are hard to properly attribute to the Kremlin.43 As Russia has increased its activity in Ukraine, so too 
did the Kremlin increase its manipulation of energy resources, subsidization of pro-Russian media, interference 
in the Ukrainian electoral process, and the ambiguous and disinformation-laden deployment of Russian soldiers 
to Crimea. These soldiers deployed wearing generic green uniforms with no identifiable markings denoting the 
country they belonged to, introducing plausible deniability for Russia and prompting the soldiers to be referred 
to as “Little Green Men.” These activities were made even more ambiguous by concerted information operations 
aimed at buying time for Russia to solidify its influence in the Ukraine, making information operations a critical 
component of gray zone competition.44

2.2 Information Operations in the Gray Zone Context 
Information operations serve as a valuable tool for gray zone competition. IOs can exploit an adversary’s internal 
vulnerabilities, such as societal divisions or political trends, through the dissemination of propaganda or other 
information that compromises a target in order to acquire a competitive advantage.45 While IOs are not new, the 
modern information environment has provided new means for IOs to be employed, such as exploiting the viral 
nature of social media to reach unprecedented numbers of people, enabling what some have called a “firehose of 
falsehoods” stemming from rapid creation of false and easily shareable material.46

Information operations target the civilian population, making influence on a target population more relevant than 
ever. This notion of influencing a population is virtually timeless, as it is discussed at length in Sun Tzu’s Art of War. 
Thousands of years later, World War I-era general officer Giulio Douhet put forth a theory of breaking a civilian 
population’s morale, suggesting that the direct use of bomber aircraft against adversary populations could be a way 
to ensure victory on the battlefield.

Some modern IOs deployed by adversarial countries like Russia use social media propaganda, state-run news 
agencies, automation software, and fake online personas to amplify their chosen narratives. Russia’s actions have 
focused on influencing European elections, distracting attention from Russian activities, and sowing confusion. In 
the words of Russian General Valery Gerasimov, “long-distance, contactless actions against the enemy are becoming 
the main means of achieving combat and operational goals.”47 Similarly, the People’s Republic of China has used IO 
as a way of controlling the narrative around its Belt and Road Initiative to shape perceptions of the project as a tool 
of global peace rather than an effort to gain a strategic competitive advantage.48

Information operations also enable non-state actors to conduct gray zone provocation. For example, both al-
Qaeda and Daesh have conducted IOs that spread their propaganda online, attack Western cultural values, and 
recruit. Internet forums, social media sites, and encrypted communications platforms have all served as key parts of 
these IOs, allowing al-Qaeda and Daesh to spread their propaganda, celebrate attacks, and recruit or inspire new 
members and attackers. Such efforts reflect that gray zone competition is not limited to states. Organized non-state 
actors can reach larger audiences by adopting modern technologies and adapting the information operations used 
by states to their own purposes.49

2.3 Gray Zone Information Operation Targets 
Both state and non-state actors engaged in information operations against a target aim to shape the information 
environment in a particular way, often to distort the perceptions of a target audience toward a certain end. For 
example, by making a population have a more favorable view toward the actor, by exploiting divisions between 
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two or more groups, or by turning a population against a target state or political entity, a rival state can pursue 
a competitive advantage and/or achieve their end, typically a desired political outcome.50 This can be done by 
amplifying narratives that align with the actors’ goals, undermining or suppressing narratives that do not align with 
these goals, or influencing opinion to destabilize or interfere with an adversary’s internal politics. To do this, actors 
rely on psychological biases inherent in the target audience, social and political structures within a society, the 
means by which information traverses through the information environment, and emerging technologies.

The demographic characteristics of a populace can be exploited by information operations. A U.S. Army manual 
on the conduct of IOs identifies factors like age, gender, education, literacy, ethnic composition, unemployment 
rates, and languages spoken, among others, as characteristics to be studied by IO officers. These factors impact how 
information transmits through the target environment and how it may be received by a target population.51 An 
adversary could deploy IOs that seek to exploit these characteristics in ways that will destabilize a target. 

Similarly, a state’s social structures offer means that can be exploited by IOs. These include political, religious, and 
cultural beliefs, affiliation, and narratives.52 State actors like Russia, China, Iran, and Saudi Arabia have all used 
divisive political topics to target divisions in the United States and Europe through “fake news” and social media 
bot accounts, which will be discussed in detail later.53

A state’s media and information environment also shape the ways in which IOs can be conducted to reach a target 
audience in furtherance of an actor’s gray zone ends.54 Characteristics of this environment can include traditional 
print media, mainstream media (such as cable news channels), new and alternative media (such as newsletters 
or news websites), and social media. While discussed in more detail in the next section, actors can craft IOs that 
exploit a particular medium or multiple media formats to reach a tailored or a broad audience.

One way in which information operations are tailored to a target audience is through the creation of a strategic 
narrative of an antagonistic nature. Such narratives allow actors to create “a shared meaning of the past, present, and 
future” to influence behaviors both at home and abroad. This, for example, might entail a shared cultural tradition 
or origin story, like those found in religions that ground members in a shared starting point and purpose. While 
strategic narratives can tell a convincing story, a narrative used antagonistically can pull together a compelling story 
through misinformation, oversimplification, or even manipulated or intentionally falsified information that offers 
a distorted view of reality.55 Given the complex nature of the world, a compelling narrative that allows otherwise 
chaotic or seemingly random events to make sense in the mind of the consumer is a powerful psychological tool. 
This tool can be deployed by a government communicating with its population, by malicious actors like hostile 
states or non-state actors, or by parties attempting to influence political discourse in support of their cause or 
agenda.

While the media environment was once more centralized, information and communications technology (ICTs) have 
rapidly evolved to enable broader content creation, producing fragmentation in the dissemination of information. 
Actors conducting IOs have taken advantage of this to create what scholars have termed situations of implausible 
deniability. Where plausible deniability seeks to enable secrecy of covert action, implausible deniability seeks to 
sow confusion by polluting the information environment in such a way that the public can no longer determine 
fact from fiction. This allows a state or non-state actor to gain a competitive advantage in the gray zone while its 
adversary struggles to determine what is happening. As one Russian practitioner of this approach suggested, the 
goal of implausible deniability is “to generate a situation where it is unclear whether a state of war exists—and if it 
does, who is a combatant and who is not.”56 

While IOs have previously sought to interfere in various countries’ internal politics, the internet allows for organic 
amplification of IO efforts. These technologies allow for interference in elections, inciting and mobilizing individuals 
to violence, and undermining the legitimacy of democratic institutions, all at a distance and at a scale that can reach 
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millions of people with a single social media post. And newer technologies provide new ways of influencing a 
population. Deepfakes, artificial intelligence-produced videos, are one such method. Similarly, cheapfakes, poorly 
altered source material aimed at changing or implying something that is untrue, are another method of influence. 
While deepfakes have yet to reach the threshold of being highly impactful (though this dynamic appears to be 
changing rapidly), cheapfakes have already deceived audiences in ways that amplify false narratives.57 Further, the 
very existence of these technologies enables a “liar’s dividend,” in which the existence of fake news, deepfakes, or 
other manipulated content can be leveraged to deny or write off documented bad behavior. A controversial remark 
or scandal can be denied or called into question by claiming that it is nothing more than manipulated or “fake 
news.”58

As awareness of the threat of IOs increases, states, companies, and non-governmental organizations have placed 
greater focus on understanding the issue, but the means of carrying out IOs continues to evolve rapidly. In mid-
2021, Facebook shared research into threat actors’ use of the platform to carry out what the company termed 
“Coordinated Inauthentic Behavior” (CIB). As actors gain more experience with social media IOs, Facebook 
researchers noted a shift toward targeted efforts aimed at small communities. Actors are going to greater lengths to 
involve real people, as opposed to just falsified personas or automated accounts, in their IOs in an effort to lend an 
air of legitimacy to the operation. Actors are also diversifying to numerous platforms, including non-mainstream 
services such as Gab and Parler, to avoid detection and deplatforming efforts. Facebook researchers also noted that 
actors used “perception hacking,” an IO tactic that exploits concerns and fears about IO itself to sow doubt and 
distrust (for example, in electoral systems).59 Perception hacking takes advantage of the fact that when citizens no 
longer know what to believe, or when the amount of effort it takes to learn the truth about current events grows 
significantly, people disengage. Perception hacking can thus foster a sense of apathy. Voters who are primed to 
expect an IO targeting elections may question the validity of the election results if their candidate loses. The result 
is an erosion of the so-called trinity of trusts: trust in democracy, authority, and one’s fellow citizens.60

3. The Gray Zone Information Context 
To understand the development and deployment of these gray zone IOs, it is necessary to describe the “new” media 
ecosystem—inclusive of technology, people, practices, and culture—within which they form and evolve. Today’s 
media ecosystem is composed of a set of interrelated technologies—traditional, digital, and social media—available 
for use by participants who may act in various capacities as sources, producers, or consumers of information, 
sometimes taking on all three roles.

3.1 T﻿he “New” Media Ecosystem
The contemporary media ecosystem has undergone significant shifts from prior eras when “the media” consisted 
of a limited set of information technologies and sources controlled by professional and governmental institutions. 
These shifts are predicated on the development of new information and communication technologies over the 
last four decades, including the development of Web 2.0 and ultimately the social web, as discussed earlier in this 
report. Today’s information environment vastly expands “the media” by conjoining digital media, social media, and 
traditional media technologies with multi-directional information sources both professional and casual, along with 
interactive participation on a global scale.61 This shift has enabled broadened public, as well as institutional, access 
to participation in producing, consuming, and circulating information. It has also reduced informational guardrails 
rooted in professional ethics, democratic values, and factual norms. As such, this “new” media (and information) 
ecosystem has enabled gray zone information operations at a speed and volume previously unimaginable, and with 
material effects on politics, social polarization, and violence. 
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Today’s information environment is characterized by increasing complexity of the new media ecosystem in terms of 
technologies, media sources, and audiences. Its growth and development also exhibit divergent tendencies (in 
technological, media, and audience layers) toward both consolidation and fragmentation.62 The tendency toward 
consolidation is most prominently seen in technological development and commercial ownership. For example, 
Facebook’s incorporation of Instagram, WhatsApp, and other technologies developed by smaller startups is a 
strategy to consolidate multiple types of services to engage a variety of user interests and ensure the company’s 
commercial dominance. Conversely, fragmentation can also be seen in technological development and commercial 
ownership. For example, Twitter-like social media platforms Gab, Parler, and Gettr formed in response to 
conservative beliefs about left-wing bias in moderation on mainstream social media platforms. This ongoing tension 
between consolidation and fragmentation has implications for shaping information flows through the practices of 
users, platforms, and other media and information sources. 

3.2 Technological Arenas of the New Media Ecosystem
The technological arenas that comprise the new media ecosystem are traditional media, digital media, and social 
media. The technologies used in each arena act as delivery mechanisms for informational content, thus mediating 
people’s access to and uptake of information. The affordances (range of possible uses that dictate how an object 
should be used) of each technology shape how information is selected, stories and narratives are produced, and 
how the resulting products are presented. For example, the technical limitations of page width and bleed margins 
determine which fonts and lengths are used for textual headlines in print news, which also determines how headlines 
are written and edited. 
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Traditional media (e.g., print media, radio, televisual media, and film) each have relatively stable affordances 
that require specialist training in media production and access to equipment and infrastructures controlled by 
professional institutions. These media, often considered public media and infrastructures, are highly regulated 
and have strong professional standards and norms associated with their processes and practices of information 
production and dissemination. These standards are well known with respect to the journalistic practices of news 
media, but they also include the heavily regulated and professionalized standards for televisual programming, the 
film industry, and the radio industry. Whether audiences are interested in news, entertainment, education, or other 
varieties of information, they are largely passive consumers of the informational products of these traditional forms 
of media. The audience passivity and professionalized control associated with traditional media technologies, 
however, are primary features dispensed with in the technologies and forms of “new” (e.g., digital and social) 
media, which are designed to favor interactivity and “democratized” open access to information. 

Digital media (e.g., the internet, streaming platforms, and smart, web, and cloud-based technologies) have broadly 
ranging affordances that remain in flux as they are dependent on continued technological development. These 
media, unlike traditional media, cross international borders, are used for business as well as information and 
entertainment, and are interconnected globally, thus posing a higher degree of regulatory complexity. They tend to 
be more loosely regulated by governments, and often companies’ terms of service and industry standards provide 
the primary regulatory structures. Digital media are considered private media, though debates over their regulation 
and including them in public media and infrastructure are ongoing. While digital media may require technical 
specialization to navigate use of affordances, particularly for infrastructural systems and coding/development, 
digital technologies have trended toward ease of use for average people. So, while digital media specialization may 
be acquired through education and traditional modes of professionalization, it is also accessible to any person who 
wants to learn about the technologies, coding, web development, etc., as well as through user-friendly devices and 
user interfaces that have enabled widespread content production and dissemination by average users (e.g., blogging, 
vlogging, video streaming, and podcasting). Standards for information and content sharing—particularly on web-
based digital media—have developed through lay use rather than through professional or ethical standards, and 
thus reflect cultural norms.

Social media (platforms and apps that function to interconnect and network people according to their social 
connections and interests) has highly specific affordances based on platform and app design, often dictated by a 
preferred medium for content (image, video, music) or combinations of such media typically available through 
microblogging functionalities. Image-based social platforms include Flickr and Instagram, video-based platforms 
include YouTube and Bitchute, and music-based platforms include Pandora and Spotify. Almost all social platforms 
include functionality for some inclusion of text, though text-based platforms often also enable the sharing of visual 
media (e.g., Facebook, Tumblr, Twitter). In addition, social media have long included “anonymous” platforms 
like Reddit, 4chan (and 2chan, 8Chan, 8kun), and other forum-based platforms. Like digital media, social media 
are private media with vast global reach. Affordances in the social media environment are highly platform/app 
specific, adaptable, and manipulable by all users. As a particularly user-friendly sector of digital media, social 
media technologies are designed to be intuitive to users, as well as built and developed with content production 
and dissemination capability as essential features for keeping users engaged. Social media, and digital media 
more generally, have enabled not only broadened access to information but have also increased by vast orders of 
magnitude the sources of information that circulate in the media ecosystem. Social and digital media have also 
provided avenues to monetize user-produced content and given rise to a new sector of the media production and 
information industry in the form of influencer marketing, a sector that has an increasingly tangible impact on 
socio-political information in the new media ecosystem.
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Digital and social media have generated three primary characteristics of the new media ecosystem: 1) convergence, 
2) interactivity, and 3) global “public” access to vast quantities of data. These three characteristics functionally 
increase the complexity of the media ecosystem and information environment with definite impacts on the practice 
and effectiveness of gray zone information operations. The first characteristic, convergence—a term prominently 
employed by Henry Jenkins—is generally understood as a technological process of consolidation, bringing together 
disparate technologies and capabilities into single device forms.63 Media scholars, however, have argued that 
while convergence is easily seen in technological development, it is better understood as a cultural shift inclusive 
of technologies, media practices, human informational processing, and participatory engagement.64 The second 
characteristic, interactivity, regards a shift from generally unidirectional information flows from institutions 
and professional media to multidirectional information flows enabling a variety of non-institutional and non-
professional sources. Interactivity not only enables, but demands, participation in the information environment 
and media ecosystem in ways that change our understanding of authoritative information, leading to public 
contention and debates about facts and truth. The last characteristic, global “public” access to vast quantities of data, is 
a function of the access provided by digital media, particularly the internet. However, this characteristic functions 
in coordination with the first two characteristics—convergence and interactivity—to shape how people consume, 
digest, and derive meaning from information within this new media ecosystem.

Digital and social mediation also impact the workings of traditional media (print, television, and radio). The 
most apparent change has been to print media, with massive decreases in circulation in journalistic print media 
(newspapers and magazines). Other, perhaps more subtle, changes have occurred in television media and radio, 
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specifically in relation to digital streaming services, webcasting, podcasting, as well as blogs and video blogging 
(vlogs). To adapt to these changes, media companies have incorporated them into their services, running websites 
that house digital news in multiple formats as well as running multimodal media services across a range of platforms, 
from branded websites to social media and streaming services. Newer journalistic companies have also developed as 
“born digital” multimedia experiences. For example, Vice Media, dubbed “a poster child for new-media success” by 
Fortune magazine, started with a print magazine in 1994 but rapidly eschewed traditional media formats in favor of 
digital expansion.65 The company now boasts Vice (News), Vice Studios, Refinery 29, Pulse Films, and Motherboard 
among its multiple brands. Other more subtle examples of the interactivity demanded of traditional media 
companies by digital mediation occur in relation to the development of social media norms with a particular focus 
on trends and virality. Now media companies source stories from social media trends and viral topics. Moreover, 
these stories reference details and “evidence” from social posts, in some cases creating feedback loops and in other 
cases spreading polluted information. For instance, Jenna Abrams was an Internet Research Agency-created account 
that served as a news influencer. Before Abrams’s true origin was discovered, the account “was featured in articles 
written by Bustle, U.S. News and World Report, USA Today, several local Fox affiliates, InfoWars, BET, Yahoo 
Sports, Sky News, IJR, Breitbart, The Washington Post, Mashable, New York Daily News, Quartz, Dallas News, 
France24, HuffPost, The Daily Caller, The Telegraph, CNN, the BBC, Gizmodo, The Independent, The Daily 
Dot, The Observer, Business Insider, The National Post, Refinery29, The Times of India, BuzzFeed, The Daily Mail, 
The New York Times, and, of course, Russia Today and Sputnik.”66 A Daily Beast profile examining the outsize 
impact of the Abrams account noted that “many of these stories had nothing to do with Russia—or politics at all.”67

Audiences react and respond to media companies directly and in real time via social media and digital platforms. 
They share stories and expand participation in those companies’ online services, and even provide further content 
sourcing.

3.3 Information Sources
Along with the technological arenas of the new media ecosystem, it is essential to understand how sources of 
information are changing the information environment and contributing to gray zone information operations. 
The tension between consolidation and fragmentation, as well as the characteristics of convergence, interactivity, 
and global public access to vast quantities of data also impact how and where information is sourced. In prior eras, 
mainstream media was a primary and shared source of information for the majority of audiences. Alternative media 
existed—including subscription-based newsletters and magazines, as well as community and pirate radio stations—
but each of these required specialized knowledge or association for access. They were also largely separated from 
mainstream media, with limited capacity to influence the normative information environment. In the new media 
ecosystem, mainstream media and alternative media remain sources of information, although their balance 
of interaction and capacity for influence has shifted substantially. The new media ecosystem also incorporates 
influencer media, platforms, and users as information sources. These sources and the information they spread now 
interact and inform each other in various ways that can be manipulated to the benefit of gray zone actors. 

Mainstream media remains the primary source utilizing traditional media technologies and public communication 
infrastructures. As such, it is also the primary locus of industrial employment for media professionals (e.g., journalists, 
personalities, talk and radio show hosts, news presenters). The moniker “mainstream” indicates these media as being 
situated within and purveyors of normative—that is culturally, socially, and politically acceptable—discursive 
flows, even as those flows have, in the current ecosystem, developed clearly disparate strands of interpretation of 
information, events, and even facts. Mainstream sources have thus generally been considered reliable and fact-
based information sources, particularly because they are subject to professional ethics and regulatory oversight. In 
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the new media ecosystem, however, the mainstream media have had to adapt to the shifts brought by digital and 
social media technologies. Most mainstream media sources now incorporate both traditional and “new” media 
publication and dissemination outlets. Newspapers have incorporated digital platforms and use social media to 
build interest in their “products.” Similarly, televisual media and radio have incorporated websites and use social 
media to build online followings, but now also incorporate streaming media (e.g., video and sound clips from 
broadcasts, online-only streaming content, as well as podcasts and streaming radio shows). Moreover, mainstream 
media sources have turned to social media trends and viral content to source their own stories and news.68 In 
addition, if the uptake of digital and social media as technologies and information gathering sites presents a form 
of fragmentation among mainstream media sources by pluralizing modes of access and engagement, consolidation 
is at play often through the consolidation of specific channels by media corporations. In this process, competition 
among media corporations is reduced as a limited number of large companies buy up smaller entities and channels 
(e.g., radio or local television stations or newspaper publications). Consolidation here provides a mechanism for 
potential control over messaging and story selection through these channels. In the context of political polarization, 
both fragmentation and consolidation in mainstream media can work to further delineate and strengthen disparate 
strands of interpretation and socio-political disagreement over facts and events, essentially reifying consensus 
within disparate strands while disrupting consensus between them. 

Along with mainstream media’s uptake of and interactivity with digital and social media, under the new media 
ecosystem it has also become more imbricated with alternative media. “Alternative” is a category judged against 
the normative “mainstream,” and as such may change over time and in relation to sociopolitical and cultural 
shifts. For example, under the Trump presidency, multiple previously “alternative” media sources and channels 
were elevated to “mainstream” status, at least nominally, because the Trump administration categorized them as 
preferred media.69 Alternative media may include professionally trained media personalities and workers, but it 
also includes “citizen journalists” and other informally or untrained sources, it is less heavily regulated (if at all), 
and it is not subject to professional ethics. Unlike mainstream media, alternative media sources include extremist, 
activist, and other politically motivated information sources that increasingly position themselves as “telling real 
truths” that the mainstream media ignores or covers up. Alternative media sources have made ample use of the 
new media ecosystem’s technologies, and have often been early adopters of new information and communication 
technologies.70 Early adoption, lack of regulation, and different organizational (or individual) goals have enabled 
alternative media sources to become agile in testing information strategies and tactics in relation to new media 
ecosystem technological developments.71 Importantly, alternative media have been able to take on and participate 
in shaping the cultural ethos of digital and social media in ways that mainstream media have not due to ethical, 
professional, and economic considerations. This has led to a twinned development of industrial, corporatized 
alternative media (e.g., Vice Media, Mother Jones, One America News Network, Newsmax) alongside seemingly 
“grassroots” influencer alternative media (e.g, InfoWars, Joe Rogan Experience, Drudge Report, Young Turks). 

Influencer media sources are a mainstay in the new media ecosystem. These sources highlight how digital and social 
media blend sales (advertising) with news (information) to persuade followers (audiences) through affectively 
charged forms of persuasion. The influencer business model formed after the shift to Web 2.0 technology, which 
made web development easier for average users. As blogging took off in the mid-2000s, companies realized that 
bloggers had begun amassing large, loyal readerships, and that those followings could be tapped as consumer 
markets through a digitized form of “word-of-mouth” advertising, including blogger reviews of their products. This 
enabled bloggers to monetize their output and incentivized them to build their own brands. Importantly, influencer 
marketing and later influencer social media as communicative forms trade on their capacity to build a sense of 
authenticity and trustworthiness in their follower-bases. This type of marketing relies on relational communicative 
frames that mobilize heuristic persuasion—or the promotion of reduced elaboration (critical thinking) in favor of 
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emotional response to make choices—rooted in the audience’s affinity for and trust in the influencer. The higher 
level of affinity influencers have with their audience, the more likely followers are to see information that influencer 
shares as trustworthy, valuable, and meaningful.72 Affective (emotion-based) reasoning has come to characterize 
online information-sharing cultural norms, helping to enable intensified information consumption practices like 
virality.73 As social media developed, the influencer model has become increasingly ubiquitous, taking on a variety 
of forms based on the specific features (affordances) and cultures of popular platforms, shifting with platform 
audiences, and developing into a model in which influencers integrate their use of multiple platforms, known as 
360 degree lifestyle branding.74 Influencers are curators of taste, culture, and information. They help reduce the 
“noise” of the digital space and provide their followers with easy access to preferred content, brands, and important 
news. 

As influencer cultures and social media have developed, the influencer model was applied to new areas of information, 
particularly in news and politics. This is the site where alternative media and influencer culture converge, leveraging 
the growth of streaming technologies (e.g., podcasting or vlogging) to produce new media content and spread 
it broadly, often as part of a “culture wars” approach to shifting sociopolitical discourse and opinion.75 These 
influencers style themselves as political commentators discussing their point of view and hosting discussions with 
other figures whom they deem important, thus mirroring mainstream news and radio discussion formats. Often 
these influencers are connected in networks and host each other on their shows, cross-marketing to their follower 
bases. For example, this media strategy has been used effectively by so-called “alt-right” and “alt-lite” digital and 
social media personalities (e.g., Richard Spencer, Mike Cernovich, Stephan Molyneux, Milo Yiannopoulos, Brittney 
Sellner, Lauren Southern) and alternative multi-media brands (e.g., Red Ice Media) focused on shifting political 
discourse around issues such as immigration or race and gender. This influencer strategy employed by the alt-right 
and alt-lite has been termed the Alternative Influence Network (AIN) by scholars studying media manipulation.76 
The AIN demonstrates how members were able to monetize their ideologically motivated sociocultural and 
political opinions to make careers out of driving political polarization.77 

What is crucial about influencers as media sources in the context of gray zone information operations is that the 
model primes followers for mobilization in online and offline settings. Mobilization in this sense can mean simply 
buying the products suggested by the influencer, online mobilizations in support of the influencer (e.g., responding 
to challenges, promoting the influencer’s brand, or attacking criticisms of the influencer), or offline mobilizations 
(e.g., public protest, electoral engagement) in response to the influencer’s promotion of specific issues or ideas. 
Influencer models are premised on leveraging the affinities of followers who feel that the influencer is their friend 
(or like them) to motivate action. Given the massive growth in the trend and its incorporation of other sectors 
(politics and news), influencer marketing has proven to be a highly effective framework for utilizing affinity-
based persuasion to mobilize users.78 This is particularly pernicious when influencers spread polluted information, 
conspiracy theories, or extremist messaging. For example, research by the Center for Countering Digital Hate and 
Anti-Vax Watch (an alliance seeking to educate the public about the anti-vaccine industry) shows that up to 65% 
of COVID vaccine disinformation posted on major social media platforms from February 1 through March 16, 
2021 originated from the accounts of twelve prominent anti-vaxx influencers.79 Influencer campaigns—whether 
localized to target specific groups or globalized to target all potential user groups—seek to engage word-of-mouth, 
or in digital contexts the user-to-user spread of information, to amplify their message, brand, products, or ideas. 
This form of user engagement leverages networked interrelations created by digital and social media to employ 
individual users in their own capacities as media sources in the new media ecosystem.

Users serving as media sources is a hallmark of the new media ecosystem and a primary feature of Web 2.0 (and 
later) technologies. This capability is often framed positively, particularly by tech companies, as the democratization 



- 28 -

˄

Blind Sided: A Reconceptualization of the Role of Emerging Technologies in 
Shaping Information Operations in the Gray Zone

of information, media, and technology.80 However, the “liberation” of information and media has also promoted 
illiberal and anti-democratic trends. As media sources, users can now act as content producers, content disseminators 
and aggregators, and content consumers. Many users employ all these capacities regularly. These user capacities in 
the new media ecosystem are the primary driver of Jenkins’s notion of cultural convergence (discussed above) as 
users bring various strands of information, symbols, and media together and create new, often unexpected meaning 
out of them, which can then spread globally to other users with wildly different frames of reference. 

Users’ capacity as content creators and media sources has continued to increase, becoming normalized as part of 
daily life, particularly through digital and social media’s omnipresence tied to smart, wireless technologies. Statistical 
reports show that as of July 2021, there are 4.48 billion active social media users across all platforms (total users, not 
unique users). Moreover, 99% of users access social media from mobile phones, and the average user spends around 
2 hours and 24 minutes on social media daily. There are now six social media platforms with 1 billion or more users, 
and 17 social media platforms with 300 million or more users, with Facebook owning four of the top six platforms 
and Chinese ownership of six of the top seventeen platforms.81 These statistics highlight the importance of users as 
consumers, creators, and sources of information.

Platforms hold a unique space in the new media ecosystem, as they make up part of the infrastructure of digital 
and social media. A platform is a product that serves or enables the functioning of other products and services, 
and as such they exist at multiple layers in the new media ecosystem.82 In the new media ecosystem this includes 
web and cloud hosting services (e.g., AWS, EPIK, GoDaddy), mobile services platforms (e.g., IOS, Android), 
publishing and content creation platforms (e.g., WordPress, Canva), social networking platforms (e.g., Facebook, 
Twitter, Instagram, Pinterest), and streaming platforms (e.g., SoundCloud, TikTok, YouTube). In some cases, as 
with Twitter and TikTok, platforms serve multiple purposes, including social networking, streaming, and content 
production. Typically, social media platforms argue that they are not publications precisely because it is their users, 
and not the platforms themselves, that are the producers and sharers of content. 

However, recommender services and content moderation position these platforms as information sources in 
certain important ways, through aggregation on the one hand and through the gatekeeping of information on 
the other. Aggregation services include algorithmic recommendation systems tied to the popularity of content 
(“trending topics”) or to the user’s prior selections on the site (“suggested for you”). These recommender systems, 
powered by artificial intelligence/machine learning algorithms (which are not transparent, as they are held as 
proprietary information) curate sets of information from the massive amount of data and content on their sites. 
These algorithmically composed selections of content are then seamlessly provided to users as a value-added service. 
However, this value-added component is not only for users: It also benefits the platforms by keeping users on the 
platform for longer periods of time, exposing them to more advertisements, and thus increasing the platform’s 
financial value.83 The second mode through which platforms act as media sources is through content moderation: 
selecting which content is allowed to remain on the platform and which is not, and which content will circulate 
through recommender systems or have its circulation suppressed.

Consolidation and fragmentation as processes of the new media ecosystem work through interaction between 
and among these various sources. For example, some media sources have begun in the alternative space and 
utilized corporatization along with conglomeration as consolidation strategies to move into the mainstream while 
attempting to retain their public ethos as “alternative” media (e.g., Vice Media). Conversely, other sources market 
themselves as mainstream media while incorporating alternative and extremist content creators and influencers in 
their programming and publication. While influencer and user sources often rely on information from mainstream 
and alternative media sources as a basis for their content creation and brand development, mainstream and alternative 
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news sources invert this process by now looking to viral content and trends, often produced by influencer and user 
sources, to develop their own stories.84 Further complicating source functions and the complexity of the new media 
sphere is the effect such interactivity has on information produced by various sources. Generally reputable media 
may provide polluted information and disreputable media may provide normative, fact-based information.85 In 
both cases such inclusions may be oversights, intentional, related to differing views about what constitutes extreme 
positions, or driven by attempts to increase the monetization of content. But regardless of the underlying reason, 
they have effects on larger issues of trust in the media and polarization.86 

3.4 Information Production and Interactivity 
To better understand the new media ecosystem, scholars are exploring how people interact with information and 
media, as well as the ways new media shape informational affinities, change organizational structures, and produce 
new modes of communicative practice. In this frame, user behaviors—including the production of information 
(source), the sharing of information (agents of spread), and the consumption of information (audience)—are 
primary vectors of theorization and analysis. This section provides a brief discussion of research on the potential 
negative effects of technology in relation to social fragmentation and political polarization, and research on the 
potential effects of users’ communicative adaptations to social media environments in relation to information 
production, sharing, and spread. 

Common aspects of this research that have been taken up in discussions important to understanding information 
operations include studies and theorizations about the effects of digital and social media in relation to politics, 
polarization, media manipulation, and mis/disinformation. Conceptualizations of informational polarization, 
particularly the concepts of filter bubbles and echo chambers (discussed in detail below), have been prominent points 
of discussion. They are an attempt to analytically describe the processes of social fragmentation promoted by the 
new media ecosystem. However, when used as standalone analytic frames, such concepts may offer a limited view 
of the informational and relational processes extant in the new media ecosystem. Furthermore, as analytic frames, 
they do not account for the other aspects of the convergence equation: consolidation and global public access to 
vast quantities of data. Here the concept of context collapse (discussed in detail below) explores how users produce 
and share content differently in digital media contexts. This research suggests that simple increases in information 
diversity may not produce resulting social cohesion or political moderation. 

Thus, while polarization is a major area of concern, it is only one salient effect of new media ecosystem information 
flows. Moreover, polarization and social fragmentation are not only produced because of digital and social 
mediation. They have been effects identified with mass media consumption since at least the eighteenth century.87 
A different picture of processes and potential threats emerges when the new media ecosystem—its technologies, 
sources, cultures, and norms—is viewed from broader, more fluid perspectives. An approach that incorporates the 
relations between localized activities and global effects may be obscured without a broader exploration of the ways 
ordinary, seemingly non-political, actions enable and enhance the effects of large-scale information operations. 

3.5 Potential Negative Social Effects of the New Media Ecosystem
In the context of information, digital media, and sociopolitical polarization, research has taken up discussion of the 
negative social effects of antagonistic information frames combined with the fragmentation of information sources. 
From this research, concepts such as filter bubbles and echo chambers have become popular metaphors for describing 
political polarization and social fragmentation in relation to digital media technologies. Though no consensus 
definition of these terms currently exists, we can provide approximate definitions of both concepts.88 Filter bubbles, 
a term coined by Eli Pariser, describes the potential for algorithmic filtering, specifically personalization algorithms 
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on social media platforms, to reduce the diversity of information and opinions to which individual users are exposed, 
thus amplifying the human tendency toward confirmation bias (seeking out information that confirms our existing 
opinions).89 Echo chambers, in the digital context, refers to the potential for users to become segregated into narrow 
ideological or interest-based groups with the effect of increasing political polarization, social fragmentation, and 
extreme positions.90 The concern is that filter bubbles and echo chambers work to limit information diversity, 
thereby reinforcing socio-political divisions and strife. In the context of gray zone information operations, such 
socio-political polarization is of high concern given its potential for exploitation.

As compelling as the concepts of filter bubbles and echo chambers may seem, empirical research has yet to demonstrate 
their existence, effects, and processes.91 Moreover, the notion that digital and social media limit information access is 
contested: some research suggests that they increase rather than decrease information access.92 Regardless, research 
on both sides of the debate over information limiting environments, while wide in scope, is limited in terms of 
usable findings. These limitations are rooted in variance between study designs, a lack of consistent measurements, a 
focus on measuring different behaviors and outcomes, as well as the difficulty of conducting studies on data at scale. 
These problems are exacerbated by a dearth of conceptual clarity in these terms.93 Studies are beginning to identify 
and address these gaps, for instance by comparatively examining several major platforms to determine the different 
ways that algorithmic systems and social network relations on each platform impacts information consumption 
and bias. Findings suggest that different platforms have different effects—neutral, moderating, and partisan—on 
users’ information consumption, suggesting that some platforms produce more information-limited environments 
than others.94 Such studies highlight the complexity of understanding how information environments are shaped 
by technologies, sources, and users. 

While a focus on the potential effects of technology is important, so too is a focus on the effects of user choice 
and relationships between users in an increasingly interconnected, networked environment where users act as 
consumers, sources, and agents of informational spread. When users act as sources and spread information, the 
way they frame and present what they are sharing is highly dependent on whom they imagine as their audience.95 
Research exploring users as source and audience in relation to the interactivity of social media technologies takes 
up a focus on the phenomena of context collapse, or the ways that “networked audiences” may preclude common 
offline communicative practices used to manage audience expectations through varieties of self-presentation.96 
Users make choices about what information to post, share, comment on, and potentially with whom they will 
share that information. Users’ selections are often guided by whom they imagine their audience to be on a given 
platform, although their imagined audience and actual audience may or may not be consistent.97 Over time, social 
media platforms have added technological enhancements such as filtering and groups to assist users in maintaining 
contextual boundaries in relation to the audience for their posts and shares. These technologies, however, are limited 
and platform-specific, as well as having to work against other intra- and inter-platform technological features, such 
as auto-recommendations within platforms and automatic cross-posting between platforms. Context collapse can 
have the effect of broadening an audience and increasing informational diversity. It may also pose new problems 
in terms of audience satisfaction with content, as differently oriented audiences may respond negatively to posts 
out of their context, activating “spirals of silence” or self-censorship if users perceive a topic will engender negative 
response.98 Additional research has focused on how context collapse and volume of content impacts information 
consumption, specifically whether users experience “source blindness,” essentially “users paying reduced attention 
to sources” of news.99 This research helps us to better understand the spread of mis/disinformation. Overall, 
context collapse research highlights users’ choices and ways that social relationships impact the sharing, spread, and 
consumption of information in the new media ecosystem. A particular focus of this research is how digital media 
produce new forms of relationality between users, and between users and technology, as a framework for better 
understanding and describing contemporary communicative practices. 
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Thus, while filter bubbles and echo chambers might be problematic and exploitable functions of the new media 
ecosystem, they are but one set of functions among an array of functions. Similarly, context collapse may contribute 
to more interactivity among a wider range of users but may also lead to either increased spread of mis/disinformation 
and self-censoring behaviors that work against the supposed benefits of information diversity. Moreover, context 
collapse, filter bubbles, and echo chambers are not all-encompassing, monolithic functions in terms of potential 
information weaponization. 

Thus, information diversifying functions may not be solely beneficial, but may also have negative, potentially 
exploitable effects. And no matter how information limiting environments (filter bubbles and echo chambers) 
ultimately function, they do not function in isolation. Even highly partisan information environments must be 
reactive to the broader information sphere, media ecosystem, and real-world events to remain viable. Additionally, 
individuals and groups engaging in information limiting environments in one aspect (e.g., political news), may 
be exposed to wider diversity in other lines of information engagement and consumption, for instance through 
entertainment media. Thus, a broader conceptual and analytical frame is needed to explore how the new media 
ecosystem, its component players (e.g., sources, technologies) and its effects produce gray zone information 
operations. 

3.6 Reconceptualizing Socio-Cultural Relations T﻿hrough Information Circulation
To assess IOs that have been adopted in the new media ecosystem, and their evolution, utilizing more fluid 
conceptual and analytic frames is necessary. Theories of publics and media “spreadability” offer traction in exploring 
the complexity of the new media ecosystem through the interaction between its technologies, sources, practices, 
and effects. Publics as a conceptual and analytic frame attends to how people engage in public deliberation, form 
sociopolitical affinities and groups, as well as how such deliberation and group formation impacts politics and 
policy. Spreadability as a conceptual and analytic frame assesses how information and media move (circulate) 
between people and technologies, shape and are shaped by economic drivers, and have impacts on sociopolitical, 
economic, and cultural life. 

Publics in a traditional political conception are “coherent groups acting with shared concerns and interests within 
the broader imagined community of the public sphere as part of democratic political processes.”100 In online spaces, 
coherent group structure and the typical foci common to traditional political conceptions of publics are limited 
due to digital cultural norms.101 Two specific conceptualizations of publics in relation to media and information 
consumption better fit the nuances of online structures. Michael Warner conceives of publics as self-organized 
“space[s] of discourse,” that function as a relationship among strangers, mediated by cultural forms and contingent 
upon historical context, which come together through “mere attention” (not agreement), and are thus “the social 
space created by the reflexive circulation of discourse.”102 This provides a way to understand online relational (e.g., 
socially networked) structures as publics that are formed through discursive association and as interactive through 
mediation by users (reflexive circulation). Lauren Berlant, building on Warner’s approach, developed the notion of 
“intimate publics” to account for identity-based and categorical affiliation in discourse-based, consumption-driven 
publics.103 Both conceptualizations are useful for exploring IOs that utilize online networks and the affordances 
of digital and social media to circulate information. The concept of intimate publics is particularly useful for 
understanding how media circulates and affinities form through grievance frameworks (e.g., racism, sexism/
misogyny, class, nationalism, political affiliation). 

Intimate publics, as Berlant defines them, refers to the formation of public-ness through the circulation of discourse 
where engaged individuals have an expectation “that the consumers of its particular stuff [discourses, texts, and 
commodities] already share a worldview and emotional knowledge that they have derived from a broadly common 
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historical experience,” and a sense of shared oppression.104 For example, this concept is useful in analyzing how 
anti-mask, anti-vaccine, and anti-lockdown narratives are linked in online discourses connecting communities 
interested in a disparate range of issues such as health and wellness, holistic and natural living, and patriotism and 
constitutional rights. It is a concept that is also useful for analyzing how these disparate strands come together 
in ways that have mobilized offline protests, have created deep-seated vaccine hesitancy and refusal, and sparked 
a burgeoning merchandising (“merch”) business in so-called protest wear, including sarcastic anti-masker face 
masks.105 In intimate publics, individuals feel the truth of a discourse rather than deliberating about its veracity. 
Attachments with a discourse may be positive or negative, and in online contexts are most easily engaged by 
hyperbolic framing (e.g., “clickbait” headlines, overstatement, simplification, and fallacious rhetorical style).106 The 
process of circulating discourses through grievance works particularly well when points of affective attachment are 
found in less hyperbolic variations, often as common-sense beliefs, in normative social and political discourse.107 
In this way, affective attachments provide a bridge between offline and online space, such that users can relate to 
and reinforce the ideas they encounter online because of their offline experience and vice versa.108 And affective 
circulation is a crucial modality of information flows in the context of gray zone information operations.

Spreadability, like publics theory, relies on analyses of circulation but focuses on how and why media artifacts move, 
as well as the implications and effects of which media circulate.109 Moreover, spreadability foregrounds how digital 
and social media technologies enable multi-directional interactivity and position users as information sources, 
manipulators, and agents of spread. In this way, spreadability as a concept highlights how the new media ecosystem 
increases “participatory culture,” which “now refers to a range of different groups deploying media production and 
distribution to serve their collective interests.”110 Spreadability as a framework for media circulation ingrains a socio-
technical lens requiring attention to the interrelationship between users and technological features. Furthermore, 
the concept “suggests that the affordances of digital media provide a catalyst for reconceptualizing other aspects 
of culture, requiring a rethinking of social relations, the reimagining of cultural and political participation, the 
revision of economic expectations, and the reconfiguration of legal structures.”111 

Spreadability therefore sees the new media ecosystem not as a break from prior communicative and media 
technologies, but as a type of cultural system integrating technologies, people, and practices that develop and adapt 
in relation to each other. As such, there is no single reason people spread media. Rather, spreading media constitutes 
sets of choices that users and sources make for a variety of social, economic, and technological reasons. Thus, “we 
have to understand that the cultural practices that have both fueled the rise of these sharing technologies and 
evolved as people discover how these platforms might be used.”112 

The conceptual and analytical frames of publics and spreadability position circulation as an essential frame for 
understanding how the new media ecosystem interweaves people, technology, and communication through 
agentic, choice-based practices with cultural, economic, and sociopolitical effects. It is unsurprising then that the 
new media ecosystem is a primary site for gray zone information operations aimed at impacting global systems. 
Moreover, the prior success of information operations leveraging the new media ecosystem to impact each of these 
aspects—cultural, economic, social, and political—increases the likelihood that such multi-vector IO-driven 
strategies will continue to prove effective and efficient modes of hostile engagement.
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4. Methodology: Applying Evolutionary Theory to  
Gray Zone Information Operations
It is from this context—the new media sphere, including convergence, participatory culture, and circulation—that 
this report turns to a relatively new methodology in security studies: evolutionary frameworks. This report applies 
evolutionary theory to understand the use of emergent technologies, specifically the techniques and procedures 
they enable, in the development of information operations as the means of gray zone competition. Yannick 
Veilleux-Lepage outlines how terrorist tactics, as “techniques of contention,” evolve historically through processes of 
selection, adapt to their environment (e.g., state and political responses), and are transmitted between generations.113 
Veilleux-Lepage extends work by Charles Tilly on “repertoires of contention” by applying evolutionary theory to 
model the development of the use of airplane hijackings from the 1960s to the present.114 The use of evolutionary 
theory, crucially, disentangles techniques from specific actors and events in order to better understand the larger 
context and scope of the generation, deployment, and development of practices that enable airplane hijackings (in 
Veilleux-Lepage’s case).

In applying an evolutionary lens to IOs, this report seeks to get at the broader picture of information weaponization 
with an eye to dispelling common misperceptions and more accurately anticipating which IOs will predominate 
in the short, medium, and long-term. The units of analysis, an integral component of evolutionary models, for 
this study are propagation and mobilization techniques, which serve as the two primary lines of effort of gray 
zone IO-driven strategies. While propagation and mobilization are distinct ways to achieve a desired strategic 
end, in the new media ecosystem the techniques used to propagate media spread and mobilize action are often co-
constitutive, such that IOs for propagation are necessary for mobilization and IOs for mobilization are productive 
of propagation. Gray zone IOs can be understood as having one of two impacts along these lines of effort, creating 
positive or negative feedback loops. Moreover, case examples make clear that some overall IOs have included 
creating both types of feedback to realize specified goals (e.g., the “both-sides” techniques of Internet Research 
Agency operations, wherein its operatives impersonated Americans on various sides of heated political disputes in 
order to sow chaos). Thus, specific propagation and mobilization IOs in the new media sphere can be understood 
to be utilized for one of two general purposes in controlling information flow: amplification and suppression. These 
two purposes—amplification and suppression—dictate which specific propagation and mobilization IOs will be 
selected and how they will be used. As such they can be viewed as repertoires, or “a limited set of routines that are 
learned, shared, and acted out through a relatively deliberate process of choice,” as will be discussed in detail in the 
next section.115

4.1 Variation and Transmission
Using propagation and mobilization IOs as the unit of analysis for this report enables a discussion of the evolution 
of these IOs as socio-technical entities with a focus on their varieties (variation), adaptations by users and platforms, 
as well as their transmission to subsequent event “generations.” As this report draws on Veilleux-Lepage’s work 
regarding the application of evolutionary theory to the social sciences, it is worth quoting at length from his 
explanation of evolutionary theory in the biological context and how he specifically applies it to airplane hijackings.

First, in the biological context, Veilleux-Lepage explains the three major components of evolution: variation, 
transmission, and selection. He writes: 

The essence of the evolutionary argument is that most of the behavioural and physical characteristics 
of a species evolve because ‘[t]hose whose genes promote characteristics that are advantageous in 
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the struggle to survive and reproduce are rewarded through the transmission of their genes to the 
next generation’ (Kitcher 1985, 42). This process has three main components: (i) variation, that 
members of a relevant population vary with respect to at least one characteristic with selective 
significance; (ii) transmission (sometimes called heredity), that there exist copying mechanisms 
to ensure continuity over time in the form and behaviour of entities in the population; and (iii) 
selection, that the characteristics of some entities are better adapted to prevailing evolutionary 
pressures and, consequently, these entities increase in numerical significance relative to less well-
adapted entities. In other words, the evolution of an entity within a system involves three key 
principles: variation, transmission, and selection.116

Veilleux-Lepage then goes on to explain his own methodology in applying these Darwinian principles to the 
airplane hijacking context:

Each section applies a different Darwinian principle: (i) the variation sections identify the 
adaptations the technique underwent in the period and places in question and the factors that 
led to the emergence and mutation of these adaptations; (ii) the transmission sections concern 
themselves with identifying the mechanisms that led to the transportation of adaptations across 
different repertoires; (iii) the selection sections explore the contexts in which various techniques 
of variants of techniques are adopted or rejected by a multitude of claim-makers, looking at how 
techniques of contention are frequently assessed by those who use them (or indeed choose not to) 
on the basis of feasibility, legitimacy, and efficacy.117

We utilize a similar framework. In this report, we approach the complexities of the new media ecosystem in 
nuanced ways—for example, by looking at the information operations technique of algorithmic manipulation and 
how it varies across platforms and devices based on both the structures of the technologies (how they are built) 
and user-developed practices. This approach enables a view of how algorithmic manipulation, as a technique, has 
changed over time and through interactivity (e.g., across platforms, as a function of the development of influencer 
marketing, or in response to content moderation).

Variation, which we interchangeably refer to as adaptation in this report (as the two are inherently linked), 
is a process of evolution that can be assessed through exploration of propagation and mobilization techniques. 
Adaptation occurs on two primary levels: 1) technological development and 2) users’ development of practice, 
aimed at maximizing the utility of the new media ecosystem to meet their goals. Adaptation by technological 
development is practiced by platforms and tech companies as they develop new algorithms, program features, apps, 
and new modes of digital and social mediation. These adaptations are generally driven by tech companies’ attempts 
to maximize profit, increase user satisfaction, or avoid criticism or regulation. Recent adaptations have included 
deplatforming (banning users or content) and algorithmic suppression (when a company disallows recommendation 
or trending) of specific content, users, or accounts. This type of adaptation is a response to increasing demands for 
content moderation in relation to polluted information (e.g., extremist content, dis/misinformation, conspiracy 
theories) and the need to limit users’ exploitation of their programs and features. 

Adaptation of practice is performed by users who learn how to “game” affordances by using features in unique 
ways, who learn how to subvert or bypass rules to ensure content circulates, and who study how specific platform 
algorithms and personalization features work, then use that knowledge to increase their reach. One infamous case 
of user adaptation occurred in 2016, when Microsoft released its chatbot, an interactive, adaptive language-learning 
AI system known as “Tay.” Tay was given the persona of a teenaged girl with the hope of engaging the 18- to 
24-year-old population on social media for “playful fun.”118 Users, however, had other plans for Tay, and rapidly 
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“re-educated” her by “exploiting a repeat function” (she tweeted some 95,000 tweets in her first day), getting Tay to 
repeat racist, anti-feminist, and pro-Nazi, as well as offensive and abusive commentary. Oscar Schwartz recounted 
how trolls active on 4chan figured out how to provoke this behavior from Tay:

In a coordinated effort, the trolls exploited a “repeat after me” function that had been built into 
Tay, whereby the bot repeated anything that was said to it on demand. But more than this, Tay’s 
in-built capacity to learn meant that she internalized some of the language she was taught by the 
trolls, and repeated it unprompted. For example, one user innocently asked Tay whether Ricky 
Gervais was an atheist, to which she responded: “Ricky Gervais learned totalitarianism from 
Adolf Hitler, the inventor of atheism.”119

Microsoft attempted to correct the issue, taking Tay offline, cleaning up the program, and re-releasing a new chatbot, 
Zo, which was programmed to shut down offensive or sensitive discussions, including politics and religion. Unlike 
Tay, if Zo were repeatedly pressured “to talk about a certain sensitive topic, she left the conversation altogether, with 
a sentence like: ‘im better than u bye.’”120 Tay is but one example of how users’ creative approaches to technological 
features can exploit them in ways developers and companies had not considered. In addition, services (businesses) 
have developed to enable users’ manipulation of platform algorithms and rules. For example, users can purchase 
engagement (e.g., followers, likes) to rapidly build their brands.121 Most recently, businesses have been identified 
that will utilize bots—automated computer programs—to enable users to attack other users by submitting mass 
numbers of erroneous rules violations reports with the intent of getting the target user suspended or banned from 
the platform.122 

Along with technological development and related user practices, common internet cultural norms for adaptation 
of digital media work as IOs of propagation and mobilization. The most recognizable framework for adaptation 
in this sense is meme culture. Memes, a term coined by Richard Dawkins in the late 1970s, refers to the way bits of 
culture seem to replicate and move through society.123 A meme can arise out of any cultural milieu, but today most 
often reference “internet memes—the linguistic, image, audio, and video texts created, circulated, and transformed 
by countless cultural participants across vast networks and collectives,” shared widely on digital and social media.124 
Memes are exemplars of the participatory cultural practices generated in the new media ecosystem, which blurs 
the lines between producers and consumers through the reappropriation and reuse of texts to circulate discourses, 
often using emotive frameworks such as humor and irony as a mechanism of spread.125 Ryan Milner argues 
that “memetic media are aggregate texts, collectively created, circulated, and transformed by countless cultural 
participants. They’re innumerable—as dense as they are vibrant—and understanding their implications for public 
conversation requires understanding intertextual connections, even when assessing singular texts.”126 Thus, memes 
work as cultural adaptations of digital media that enable propagation and mobilization information operations 
rooted in discourse and utilizing the new media ecosystem. Crucial to the weaponization of information through 
meme cultures are specific social networking sites like 4Chan, 8Chan, and EndChan, which are sources for much 
of the development of meme cultural adaptations, including topical and discursive framing, aesthetics, and modes 
of circulation. For example, the cooptation of the now-infamous Pepe the Frog memes and cooptation of the “OK” 
hand gesture utilized by alt-right and far-right cultures online began as networked campaigns on the Chan boards 
spurred by users’ sense of “edginess” and a desire to “troll the normies” (internet slang for normal people who don’t 
understand or subscribe to in-group cultures of the internet, such as Chan culture).127 The advent of networked 
campaigns to co-opt symbols like Pepe the Frog, the OK hand gesture, and other cultural touch points foreground 
a discussion of transmission of IOs that drive propagation and mobilization .
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Transmission of propagation and mobilization strategies occurs through multiple processes in the new media 
ecosystem. In some cases, transmission of strategies is direct, with users telling others how to promote their content 
more effectively. Direct transmission also encapsulates the rise of paid forms of training, such as workshops, college 
courses, and other formal learning methods. In many cases, platforms themselves offer blogs and “training” media 
targeted at users, primarily those seeking to become influencers, with platform-specific strategies for success, news 
of new feature and program rollouts, and success stories aimed at encouraging users. Transmission also occurs 
through less direct means, including users’ copying of other users (wow that was cool, I am going to try it). Indeed, 
user practices are seen and thus transmitted to other users as a function of networked engagement. Within this 
frame, virality (discussed in more detail in the next section) becomes essential to understanding how strategies of 
propagation and mobilization are viewed as successful and then reused. Another increasing method of transmission 
is gamification, or the use of gaming components and practices, such as rewards, leaderboards, etc. in non-gaming 
contexts.128 Gamification works to motivate participants to produce particular social behaviors and actions. In 
the violent extremist context, the livestreaming of the Christchurch Mosque attack encouraged followers to share 
and spread the video, which was quickly banned. However, users employed additional methods of gamification to 
keep the Christchurch attack content circulating and thus subverting the bans on it. This included propagation 
strategies such as memeification (converting parts of the livestream into memes) or sharing video and stills from 
the livestream along with other mass attacks with added leaderboard style “kill counts” as methods of “gaming the 
system.”129

4.2 Selection Factors: Feasibility, Legitimacy, Effectiveness
This report’s evolutionary framework highlights analyses of variation and selection to understand the rapidly 
changing technologies and practices of information operations in the new media ecosystem. It requires attending 
to selection factors such as feasibility, legitimacy, and effectiveness, which indicate which propagation and 
mobilization strategies will continue to be used, adapted, and transmitted, and which will likely die off. Selection 
factors in digital and social media contexts are also governed by the interaction of people and technology and are 
thus dependent, in terms of scalar uptake, on the combined effects of access (cost), skill (users’ capability), and 
ease of use (technological functionality). The shift from Web 1.0 to Web 2.0 technologies provides an instructive 
example, as declining costs of equipment and access connected with increasingly easy-to-use system interfaces, 
thus enabling a huge influx of users with limited computer skills (e.g., coding, programming) to become content 
producers in the digital space with little to no training.

Feasibility, as a framework for selecting IOs to enable propagation and mobilization, thus considers both producer 
and consumer standpoints (tech that makes creating, sharing, and participating) both easier and more lucrative 
in financial, social, or operational terms. Feasibility must also consider technological and platform factors such 
as content moderation. Going back to the Christchurch attack example, bans led to the generation of multiple 
techniques to continue to propagate the livestream video, such as users who rebuilt the entire 45-minute attack 
livestream in virtual environments like Roblox (a game environment). Rebuilding such a long event is a time and 
skill intensive endeavor, requiring compelling motivation on top of other factors. Thus, analyses of feasibility as a 
selection factor can expose the weighting of social or technological aspects of user choices. 

Legitimacy is also an IO selection factor for propagation and mobilization in the context of media spread and gray 
zone information operations. The new media ecosystem tends toward heuristic frames for determining information 
legitimacy. Heuristics are cognitive short hands that people use to increase the efficiency of processing new 
information and situations.130 The Elaboration Likelihood Model (ELM) of information processing, a framework 
for analyzing persuasive communication, shows that as heuristic thinking increases, elaboration (critical thinking) 



- 37 -

˄

Blind Sided: A Reconceptualization of the Role of Emerging Technologies in 
Shaping Information Operations in the Gray Zone

declines.131 Importantly, common heuristics such as credibility (is a platform, source, or message credible), consensus 
(do others agree/disagree with this message), and likeability (is the source trustworthy) are often utilized in digital 
and social media contexts, given the vast quantities of information users parse and consider.132 Importantly, heuristic 
thinking is promoted by both human information processing and features built into social media platforms. For 
instance, consensus heuristics may be engaged by now-common emotion/emoticon response features (e.g., likes, 
favorites, dislikes) potentially increasing a reliance on heuristic thinking in the selection of which information 
to engage and share. Trends such as influencer culture also increase reliance on heuristic thinking, specifically by 
engaging the likeability heuristic through an influencer’s ability to project authenticity and trustworthiness as a 
framework for building credibility among their followers. And as more people rely on digital and social media 
for news consumption, credibility heuristics are engaged by platforms, brands, and pundits, particularly through 
consistency heuristics. Similar to the concept of confirmation bias, people rely on consistency as a heuristic principle 
in determining if new information is credible based on its correspondence (consistency) with their existing beliefs. 
An example of this is the use and spread of the moniker fake news as a shorthand (heuristic) category for platforms, 
sources, and messages identified with partisan political positions, regardless of the actual information being shared. 

Decreases in elaboration in relation to digital and social media have been discussed widely. For example, they have 
been discussed with respect to users sharing posts, including stories and news articles, based on their headlines 
or other posters’ commentary without ever clicking the story to actually read the material.133 This has become so 
regular that major social media platforms like Twitter have created features that flag users as they share items with 
a notice if they have not opened the article they are sharing. Similarly, Facebook has increased its use of public 
informational flags on certain materials, such as COVID-19 mis/disinformation.134 Many legitimacy flagging 
features were released by various platforms in response to calls for increased content moderation due to prominent 
uses of mis/disinformation (e.g., related to election messaging or the novel coronavirus). While it remains to be seen 
if these relatively recent features will have a broad effect, they clearly respond to the increasingly widescale spread of 
polluted information. Users have also developed their own frameworks for judging information, particularly source 
legitimacy. For example, on Twitter users frequently look at account stats and individual tweet stats to determine 
legitimacy. Recent account creation dates combined with low numbers of followers is a framework users discuss for 
identifying bot activity. For individual tweets, their “ratios”—when the number of replies to a tweet vastly outnumber 
the likes or retweets of the original post—are said to indicate the low value (illegitimacy) of the message.135 “Ratios” 
are thus used to determine illegitimacy, rather than analyzing message veracity. They act essentially as a negative 
popularity contest over the message and promote alternate positions by negatively amplifying the delegitimated 
message through like-minded user mobilization. Here, success in delegitimating a tweet is determined by the size 
of the user population mobilized against it. Each of these practices relies on Twitter’s visible platform statistics 
(account, follower, like, and retweet data) to generate platform-based credibility and consensus heuristics for users. 
Both platform-developed (technological) features and user-developed legitimacy practices highlight the issue of 
effectiveness as necessary to the selection of propagation and mobilization techniques.

Effectiveness as an IO selection criterion of specific propagation and mobilization lines of effort is dependent on 
other factors related to the strategic end state of a gray zone actor. These include which IOs are adapted for feasible 
use in circulating information in preferred digital contexts (e.g., singular platforms, cross-platform proliferation, 
spread to mainstream media), which user groups are targeted (e.g., niche groups, partisan groups, general groups), 
as well as which strategy repertoires would provide the best outcomes (e.g., amplification, suppression, or both). 
Benchmarks for effectiveness may also vary, ranging from basic reach and positive response (likes and shares), 
to changing socio-political discourse (amplification/suppression of topics), to inciting polarization (using both 
amplification and suppression to harden divisions), to mobilizing on-the-ground action (increasing protests or 
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decreasing voting). The most effective IO strategies will likely be used again for similar types of strategies until they 
become less effective or newer, more effective options become available. 

Importantly, not all effects or outcomes of information operations can be determined in advance. There is always 
a degree of unpredictability in ways that people and technology will respond. For example, one of the most highly 
effective recent information operations, QAnon’s hijacking of the Save the Children campaign hashtag, spread 
and mobilized action well beyond any earlier QAnon operations. In this case several factors—such as increased 
audiences due to pandemic lockdowns, along with people’s fears and anxieties because of rapidly changing 
information about the pandemic—helped create a perfect storm for information spread. Moreover, the information 
operation, rather than being centrally planned, was carried out through a loose network of influencers from a 
variety of positions (e.g., conspiracy theorists, far-right extremists, anti-vaccine proponents), likely with different 
frameworks for technique selection and ideas of effectiveness. Importantly, the outcome was a rapid, large-scale 
spread of the campaign through online parenting, specifically mothering, communities, which comprise a vast, 
global network of users connected across digital and social media.136 While the campaign spread across multiple 
platforms, it became near ubiquitous for several months on Instagram and its parent company Facebook. This 
spread was dubbed “Pastel QAnon” because of its use of pastel hued memes (many made on the media production 
service Canva) that worked to soften and normalize the conspiratorial messaging.137 This campaign radicalized 
many new participants, increasing their broader engagement with QAnon conspiracy theories and subsequently 
with other related messaging from far-right extremists. The campaign also successfully mobilized a sustained wave 
of street mobilizations (protests) in the United States, U.K., and Europe throughout the late summer and early 
fall of 2020.138 This campaign marks the effectiveness of hashtag hijacking (cooptation) as a mode of not only 
spreading but normalizing extreme ideologies and conspiracy theories.139 This IO-driven strategy could continue 
to be adapted and deployed by groups seeking to radicalize or otherwise influence broad sectors of the population. 

Determining the effectiveness of propagation and mobilization lines of effort used by various actors is generally 
based on comparing the desired effects and outcomes of the strategy with the actual effects and outcomes. This 
has led to a focus on specific actors rather than on the IOs used within the new media ecosystem, thus limiting the 
perspective of how they shape and support the developments of gray zone strategies. The remainder of this report 
details IOs that result in specific propagation and mobilization outcomes to provide a more comprehensive view 
of current and potential threats. By incorporating examples of both general and gray zone usage of information 
operation, this report highlights how their interrelationship affects their evolutionary trajectory.

5. Propagation of Perspective
Information operations are rooted in actors’ development of their ability to shape the perspectives of publics using 
communication technologies. Shaping the perspectives of groups of people in the new media ecosystem requires 
technical and cultural facility with a variety of platforms and technologies. And, perhaps most importantly, shaping 
perspectives requires human cultural awareness across a variety of dimensions, including the identity-based and 
political intricacies of selected target populations. Thus, the propagation of perspective is a socio-technical process 
that weaponizes information and cultural relations to achieve strategic goals. The following section outlines the 
socio-technical processes that enable the propagation of perspective within the new media ecosystem by leveraging 
its characteristics—interactivity, convergence, and access to vast quantities of data—to circulate information. 

Propagation of perspective relies on altering the ways in which information circulates among and between 
publics. Propagation, in this sense, includes both spreading and limiting the spread of information. This may mean 
capitalizing on existing informational spread (e.g., co-opting an existing campaign or topic), creating specific content 
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or information framing to spread (e.g., troll/bot farms that generate content), or exploiting contested information 
environments (e.g., using a public debate to inject conspiracy theories). Along with this variety of information 
shaping frames, the interactivity of the new media ecosystem allows for propagation through interactions between 
various media sources (mainstream, alternative, influencer, platform, and user). For example, extremist content 
from the alternative media has been propagated by mainstream media in news stories, as well as by influencers and 
users who share either original content or news stories about extremist content.140 Such interactive propagation is 
easier to achieve through convergence culture and enabled by the massive scope of available news and data online.

5.1 Information Circulation Repertoires
Information can be either amplified or suppressed by IOs. The specific IOs to shape perspectives through 
amplification and suppression are similar, technologically speaking. It is, however, the way they are used and their 
combinations of usage which affect the intended (and perhaps unintended) ends. Thus, the IOs can be viewed as 
sets, or repertoires, through which amplification or suppression are achieved. Key IOs discussed in the following 
sections include affordance and algorithmic manipulation, networked harassment, and multi-platform efforts, as 
well as trolling, virality, deplatforming, and political astroturfing (making an IO look like a grassroots movement). 
These techniques can largely be put to use for either amplification or suppression. The one exception is the 
technique of deplatforming, which has a primarily suppressive direct function, although actors have been able to 
leverage it into an indirect amplifying function through ongoing debates over digital free speech. Importantly, the 
combinations of IOs can be targeted for localized or large-scale (scalar) impacts, depending on the groups, publics, 
or populations targeted for perspective shaping. 

Viewing sets of IOs used to amplify or suppress information draws on Charles Tilly’s notion of “repertoires of 
contention,” which describes how sets of claim-making performances (e.g., petitioning, demonstrating) “clump 
into repertoires of claim-making routines” that are both limited by their situational norms and improvisational 
in their application.141 This frame allows for complex analyses of information operations that can delineate both 
the IOs used in the operation as well as IOs used in response, to better understand the selection factors of the 
immediate operation as well as the operation’s variations and adaptations from other IOs. For example, analyzing 
an IO that uses bots, political astroturfing, and trolling could include: 1) delineating how each technique is used (its 
function—amplifying, suppressive, or both—within the IO), 2) how the three techniques work together to affect 
specific outcomes, and 3) how these uses (individual and combined) vary from or adapt uses of the techniques in 
other IOs. 

Because most of the IOs examined in this section can be deployed to both amplifying and suppressive ends, we 
discuss each repertoire from the position of purpose and provide an exemplar case—the ongoing COVID-19 
origin debate—to show how the repertoires work and interact within the new media ecosystem.

5.2 Amplification Repertoires
Amplification increases the spread and intensity of messaging. It can be achieved through human creative means 
or by technological (often algorithmic) means. Examples of creative amplification include marketing approaches 
such as writing clickbait headlines, using sensational or controversial story framing (e.g., “if it bleeds, it leads”), 
and memeifying socio-cultural events or topics (e.g., the “Karen” meme).142 Examples of technology-driven, often 
platform-based, approaches include algorithmic features on digital and social media, such as trending topics, top 
stories, and notifications systems that guide users to increased engagement with and spread of content. Furthermore, 
these two forms of amplification—human creativity and technological—are often interactive and overlapping in 
the new media ecosystem. For example, sources (e.g., influencers, users) who learn how to manipulate platform 
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algorithms (e.g., attaching trending hashtags, images, or songs to their content) and engagement indicators (e.g., 
buying likes, followers, or even up/down voting content) can consequently circulate their content more widely.

In information operations, amplification is produced through the interactivity of human and technological 
amplification methods. This can take crowd-sourced or paid forms. Crowd-sourced coordinated campaigns (e.g., 
GamerGate, the Fappening, SavetheChildren, StoptheSteal) rely on interested individuals connected by dense 
online networks who coordinate their actions to amplify their message and shape perceptions. In these amplification 
efforts, “troll armies” of users participate in the attacks and propagation of information as a social activity and 
perhaps also for entertainment.143 In some cases, the focus of the amplification is networked harassment (e.g., 
incessant violent messaging, threats, and doxxing aimed at specified “enemies”) which grows over time as other like-
minded users within and across these networks see what is happening and join in.144 In some cases, bots and fake 
accounts being run for other information operations may find it useful to join these crowd-sourced amplification 
efforts—particularly politically-focused efforts—to advance their own goals. Primarily these types of amplification 
are meant to be seen and are designed to make targets and wider user populations “know” what is happening. As 
such, these efforts are not covert or conducted in a non-attributable way. Rather, they tend to publicly discuss and 
organize their efforts in fora and on public platforms to engage more support, amplify and maintain the momentum 
of the message.

Sophisticated coordinated amplification lines of effort may be run by marketing firms or in-house specialists (as with 
the Internet Research Agency) to promote specific entities (e.g., individuals, companies) or forward state interests. 
As these paid amplifications efforts are meant to be covert, they are inherently difficult to trace, thus preferring 
human-controlled fake accounts for content propagation and limiting bots and automated features to contexts 
where exposure will not undercut the campaign (e.g., to spam other accounts or to discredit other individuals). 
Such efforts also often target influencers, to engage them as amplifiers in their own networks.145 These uses of 
bots, fake accounts, and automated trolling have been identified by Howard and Wolley as integral components of 
“computational propaganda,” or the “assemblage of social media platforms, autonomous agents, and big data tasked 
with the manipulation of public opinion,” including automated political influence, disinformation, and so-called 
fake news.146 

Amplifying a perspective or message inherently suppresses other possible perspectives or messages to some extent. 
For example, trolling as an amplification tool to engage a specific audience may also have a suppressive effect on 
the targets being trolled, who may seek to limit further conflict. Similarly, agenda-setting tactics used to amplify 
a message (e.g., “trading up the chain,” or planting bait stories in the hope that mainstream media will pick up 
and amplify the stories) work to shift perspective through strategic (re)framing of stories and events, thereby 
suppressing other possible perspectives.147 That sort of passive suppression, however, is a second-order consequence 
of amplification repertoires rather than a function of specific suppression repertoires.

5.3 Suppression Repertoires
Suppression as an IO tool is a set of practices that work to the opposite purpose of amplification. Counterintuitively, 
suppressive tools can be coordinated with amplification rather than conflicting with it. And suppressive techniques 
are also used by platforms, media sources, and users in response to adversary information operations, or in attempts 
to reshape perspectives in ongoing debates. As with amplification repertoires, suppressive ones blend human 
creative action and technological capacities. Unlike amplification tools, suppression has more explicitly bifurcated 
creative and technological approaches. 
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Human creative approaches to suppression are often dependent on negative social reactions and even moral outrage 
as a triggering mechanism. These tools include public shaming by so-called “online mobs,” calls to demonetize 
transgressors (e.g., firing, pulling of sponsors), and choices by media companies, news aggregators, or influencers 
to ignore stories or openly stigmatize certain ideas. Suppression can also flow from the mainstream media to digital 
and social media. The mainstream media performs a strong information agenda-setting function by selecting which 
stories to cover and how those stories are framed. This holds true regardless of any particular media outlet’s political 
perspective (liberal, moderate, conservative).

Importantly, these suppressive mechanisms work through direct suppression of specific sources, content, ideas, 
or stories, but may also contribute to the development of broader silencing effects through a social phenomenon 
known as a “spiral of silence,” where users may self-censor based on their perception that sharing/posting things 
other users don’t agree with might cause them harm. For example, on July 7, 2020, an open letter titled “A Letter on 
Justice and Open Debate,” was published by Harper’s Magazine online. The letter stated:

The free exchange of information and ideas, the lifeblood of a liberal society, is daily becoming 
more constricted. While we have come to expect this on the radical right, censoriousness is also 
spreading more widely in our culture: an intolerance of opposing views, a vogue for public shaming 
and ostracism, and the tendency to dissolve complex policy issues in a blinding moral certainty. 
We uphold the value of robust and even caustic counter-speech from all quarters. But it is now all 
too common to hear calls for swift and severe retribution in response to perceived transgressions 
of speech and thought. More troubling still, institutional leaders, in a spirit of panicked damage 
control, are delivering hasty and disproportionate punishments instead of considered reforms.148

Signed by more than 150 artists, academics, and writers, the letter’s critique of social suppression notes: “The way to 
defeat bad ideas is by exposure, argument, and persuasion, not by trying to silence or wish them away.... As writers 
we need a culture that leaves us room for experimentation, risk taking, and even mistakes. We need to preserve 
the possibility of good-faith disagreement without dire professional consequences.”149 Essentially, spirals of silence 
suppress ideas by creating a sense that espousing unpopular or stigmatized ideas may incur unreasonable personal 
or professional costs.

Technological approaches tend to be the primary province of platforms (companies) rather than users. These 
approaches include algorithmic suppression, banning, and deplatforming (removal from platform or platform 
denial). Importantly, these two frames, while bifurcated, also may work in coordinated ways as rising human 
creative responses may lead platforms to respond by implementing technological suppressive measures, or lead 
companies to respond by disassociating with or firing transgressors. For example, Facebook “demonetized” Epoch 
Times accounts on its platform by technologically disabling their ability to advertise. Facebook maintains that 
this action was policy enforcement of the Epoch Times’s attempts to evade verification rules surrounding political 
advertisements that were designed to prevent potential foreign influence of elections. The Epoch Times maintains 
that its advertisements are not political ads, but instead are outreach to increase subscriptions. The Epoch Times 
retains a non-advertising presence on Facebook but has moved its advertising to another platform, YouTube, where 
the publication is not required to disclose spending on political ads. 

Alternatively, technological approaches used by non-platform actors generally fall into methods used to manipulate 
platform affordances (features and capabilities) and are used to support amplification strategies. For instance, a 
coordinated network of fake accounts or bots on a forum site like Reddit can work to downvote posts to suppress 
certain content, ideas, or stories.150 In this way, the networked users can manipulate trending topics and top posts, 
influencing which posts are seen and engaged with. 
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Suppression of information as a way for shaping perspectives, while common, can be difficult to deploy covertly in 
the new media ecosystem. The characteristics of the new media ecosystem enable identification and contestation of 
suppressive (or perceived suppressive) tools, particularly agenda-setting methods used by the mainstream media, as 
well as the promulgation of a variety of alternate information (stories, ideas, content, sources) and interpretations. 
Such difficulty is exacerbated in relation to politicized topics in the current cultural context of political polarization 
and distrust in institutions (specifically the media).151 This is clear in ongoing free speech debates in relation to 
digital and social media, which assert that platforms have an anti-conservative bias, and regularly suppress, ban, 
and deplatform conservative content and sources. It is a claim that has mobilized the development of multiple 
conservative “free speech”-focused social media platforms, such as Gab, Parler, and Gettr. Simultaneously, liberal 
and progressive sources and users also claim that platforms are biased, but in favor of conservative sources and 
content. Additional platform behaviors, particularly lacking transparency regarding content moderation practices 
and algorithmic changes, likely increase widespread perceptions and claims of suppression. Furthermore, irregular 
application of platform rules concerning content and user behavior similarly increase contention about platform 
censorship.

The politicization of debates about suppression problematically offers vectors of information exploitation. Because 
a major point of contestation over the suppression of information is who gets to determine which information is 
acceptable and which is not, institutional media’s agenda-setting provokes partisan distrust that can be exploited in 
digital and social media debates. Furthermore, the politicization of concerns over technological suppression works 
to obscure necessary discussions about digital and social media platforms’ role, responsibility for transparency, and 
scope of responsibility for content on their platforms (e.g., overhaul of Rule 230 of the U.S.’s Communications Act) 
and how potential regulation might be achieved in a manner that protects speech rights. 

To better explicate the intricacies of how amplification and suppression repertoires work in the new media 
ecosystem, an extended example exploring media (traditional, digital/social, mainstream, alternative, platform, and 
user) coverage of and responses to the ambiguities concerning the origins of COVID-19 is illustrative.

5.4 Propagation of Perspective in Action: COVID Origins 
The origins of the novel coronavirus COVID-19 have been a point of speculation and debate since the World 
Health Organization publicly announced a new “pneumonia-like” illness in Wuhan, China, on December 31, 
2019. Just a few days later, on January 5, 2020, the first social media post positioning the still-unnamed virus as 
created by the Chinese government emerged from a user in Hong Kong who claimed it was being intentionally 
spread around the globe.152 Meanwhile, news reports about the illnesses in Wuhan drew a connection to a local live 
animal (wet) market, suggesting a natural transmission via a jump from animal to human populations.153 

The intentional release narrative that was first raised in Hong Kong also drew upon conspiracy theories holding 
that the 2003 SARS epidemic was manufactured by China and intentionally released to harm the people of 
Hong Kong. The tweet arguing that COVID was manufactured in China stated that “18 years ago, #China killed 
nearly 300 #HongKongers by unreporting #SARS cases, letting Chinese tourists travel around the world, to Asia 
specifically to spread the virus with bad intention. Today the evil regime strikes again with a new virus.”154 At the 
time, the natural transmission narrative of animal-to-human migration of the virus in a live market seemed to align 
more closely with received wisdom and accepted scientific knowledge. 

Some early discussions of COVID’s origins introduced the fact that a Wuhan virology lab had been working on 
coronavirus research, thus suggesting the possibility of a lab leak. However, the mainstream media endorsed the 
natural transmission narrative, treating the lab leak hypothesis as a conspiracy theory.155 This was furthered by some 
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scientists labelling it as such. The medial journal Lancet, for example, published a statement from 27 scientists that 
condemned what they described as “conspiracy theories” about human involvement in the creation of COVID. 
It was later learned that “one of the organizers of the statement was … the head of an American organization” 
that funded a virology institute in Wuhan that conducted experiments with the coronavirus, and thus seemingly 
possessed an undisclosed conflict of interest.156 NPR’s coverage of the lab leak hypothesis at the time was typical of 
mainstream media treatment of the issue. NPR reported that there was “virtually no chance” that COVID-19 had 
originated in a laboratory in China, as an accidental release “would have required a remarkable series of coincidences 
and deviations from well-established experimental protocols.”157

In the United States, information about the virus, its origins, and protocols for action were constantly shifting 
due to both the incorporation of new data and a lack of a fully coherent approach within the federal government. 
Different agency approaches aligned with their respective concerns and missions—e.g., public health, economics, 
national security—which confused messaging to the U.S. population. For example, public health concerns about 
shortages of personal protective equipment (PPE) initially governed messaging that masks were not indicated for 
use by the general public. When public health officials later declared masks necessary for general use, confusion 
and distrust of government messaging increased.158 Moreover, messages about preparing for the pandemic were 
broadcast and then walked back by some officials—not least by President Trump, who insisted early on that the 
virus wasn’t a big problem and would quickly disappear.159 

Additional complicating factors included mis- and disinformation spread by China accusing the United States of 
creating the virus as part of a military operation intended to demonize China, as well as Russian and Iranian mis- 
and disinformation about the virus. In response to PRC-backed claims, and in light of China’s position disallowing 
researchers from other countries to study the origins of the virus in Wuhan, there was early speculation in some 
quarters that the virus had leaked from the Wuhan virology lab. Additionally, President Trump regularly referred to 
COVID-19 as “the China virus” and “the Kung Flu” in his rallies and speeches, drawing on language used on social 
media by members of his base.160 Further, hostility toward and violent attacks against Asian Americans increased, 
with advocates and activists linking these attacks “to rhetoric that blames Asian people for the spread of Covid-
19.”161

In this context, mainstream center-left and left-leaning news outlets initially generally suppressed the lab leak 
hypothesis, instead amplifying “mainstream” scientific claims that the virus was of natural origin. On the other 
hand, center-right and conservative-leaning news outlets ran stories raising the lab leak theory. Conservative 
politicians—including Senator Tom Cotton, President Trump, and Secretary of State Mike Pompeo—promoted 
claims that China could be covering up a lab leak (or, worse, covering up the intentional development and release 
of COVID-19).162

Throughout 2020, the debate over the origins of COVID-19 continued. The mainstream media generally continued 
to avoid discussion of the lab leak hypothesis even as more drips of information potentially supporting a review of 
the lab leak theory emerged. This included information on NIH-funded “gain of function” research: a controversial 
type of virological research being conducted in Wuhan in which experiments aimed to increase the infectiousness 
of viruses in order to better understand how to combat them. Further information concerned the genetic similarity 
between COVID-19 and a strand found in China in 2012 that was collected for research at the same lab.163 Such 
new information led to increasing calls to revisit the possibility of an accidental lab escape as the virus’s origin. 
The later reporting on the lab leak hypothesis was revelatory of how successful suppression efforts had been in the 
mainstream media sphere. For example, former New York Times science reporter Donald G. McNeil Jr. had written 
a 4,000-word story about the lab leak hypothesis, which he had titled “New Coronavirus Is ‘Clearly Not a Lab 
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Leak,’ Scientists Say,” that the Times ultimately chose not to publish. The Washington Post details how, once widely 
described as a conspiracy theory, the lab leak hypothesis burst into the mainstream in 2021:

The journalistic reconsideration of the lab story has been told not just in probing new stories — 
The Washington Post has published five stories about it on its front page in the past 2 1/2 weeks, 
some prompted by  President Biden’s order of a 90-day review of the theory by intelligence 
agencies  — but in corrected headlines and in editors’ notes affixed to last year’s stories. New 
information often casts out old, but it is unusual for news outlets to acknowledge so publicly that 
they have changed their understanding of events.

The retroactive takes seem to raise a theoretical question: Were news reports diminishing or 
disregarding the lab-leak theory actually “wrong” at the time, or did they in fact accurately reflect 
the limited knowledge and expert opinion about it?

To some pundits, the early dismissals of the lab thesis now look like media malpractice. “The 
media’s credibility is taking yet another hit,”  Dan Kennedy, a veteran media critic and college 
professor, wrote earlier this month. He suggested the alleged mishandling of the story last year 
“may make it that much harder to persuade Trump supporters to get over their skepticism about 
vaccinations.”

But that analysis has the great advantage of hindsight. Many scientific experts were dismissive of 
the leak theory at first, thus validating the early skeptical reporting. As with any story that is new, 
complex and evolving, conventional wisdom undergoes a metamorphosis as new information 
arrives.164

This description of later events—including the correction of earlier headlines and an affixing of notes to stories that 
had run the previous year—is indicative of a dramatic reversal. We do not intend to answer whether mainstream 
media suppression of the lab leak hypothesis was right or wrong; as the Washington Post notes, it is a complicated 
question. Instead, our point is that there was both mainstream media suppression of this COVID origin story 
and intensely polarized media positions surrounding it. This dynamic created space for mis- and disinformation, 
including conspiracy theories. 

For example, one conspiratorial thread related to the lab leak hypothesis rests on stories that one of the virology labs 
in Wuhan, the Wuhan National Biosafety Lab, had previously conducted bioweapons research. This information, 
which was reported by the Washington Times, was then construed by some as evidence that COVID-19 was a 
Chinese bioweapon intentionally released to cause the pandemic.165 Further conspiracy theories argued that, as a 
bioweapon, COVID-19 was designed to target specific ethnic populations. The reach of this conspiracy theory was 
global. As a DFR Lab report on the weaponization of COVID-19 rumors notes: 

The narrative that China created COVID-19 as a bioweapon reached a new level of narrative 
spread after Great Game India, an obscure Indian geopolitics blog with a history of publishing 
conspiracy theories, published an article claiming that Chinese spies had stolen coronavirus 
samples from a Canadian lab and weaponized it. Even though this article did not receive 
significant engagement initially, it was republished and amplified by fringe US websites such as 
ZeroHedge, known for spreading falsehoods and conspiracy theories.166

As this example illustrates, the confusion and partisanship of the informational messaging and news media coverage 
about the origins of the virus created vulnerable sites for information exploitation by state and non-state actors. 
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Inconsistent institutional messaging, mis- and disinformation, and partisan news coverage of the pandemic and 
its origins—dubbed an “infodemic” by the World Health Organization—had a material impact on the trajectory 
of the pandemic and its effects, including the politicization of non-drug-related tactics for slowing the virus 
(e.g., mask wearing, lockdowns, school closures, and social distancing).167 These dynamics also had an impact on 
infection rates and deaths due to increased concerns about vaccination tied to mis- and disinformation. A notable 
case was the rapid spread of the film Plandemic, which propagated conspiracy theories about world governments, 
institutions, and global elites attempting to control people through the deployment of manufactured viruses.168 
Further, the film’s creators mobilized online propagation of their content by asking viewers to share and repost the 
film as it was banned by platforms, and leveraging users’ subsequent bans for sharing the film to promote the notion 
that the film’s truths were being suppressed. The film was seen and shared by millions of digital and social media 
users worldwide within days of its release.169 

Public anxiety concerning the virus, frustration at the lockdowns and their economic impact, and social isolation 
created a highly exploitable information propagation and mobilization environment for gray zone and other 
information operations. In concert with the mis- and disinformation circulating in the new media sphere, the 
COVID-19 pandemic provided an ample base for individual and large-scale mobilization, including anti-mask 
and anti-lockdown protests and increased radicalization to extremist ideologies. 

6. Information Operations Methods in the New Media Sphere
Gray zone information operations in the new media sphere require facility and creativity in the use of digital and 
social media alongside existing practices of information operations in traditional broadcast and print media. As 
such, the information operations tools used in contemporary information environment are adaptive and may change 
in line with the development of new technologies, platforms, interfaces, and platform policies and user preferences. 
For example, as mainstream social media platforms such as Facebook or Twitter apply content moderation and 
user behavior policies, some users have migrated to alternate platforms such as Gab or Telegram. New platforms 
regularly emerge, and existing platforms regularly seek to keep users engaged through new feature development. 
There are crosscutting informational modalities shaped by online/digital cultural practices and norms that impact 
how information can be amplified, suppressed, or tainted in strategic ways. These crosscutting modalities rely on 
the characteristics of the new media sphere, particularly interactivity and access to high volumes of data, as well as 
online cultural norms such as participatory mediation (e.g., memeification, gamification, sampling). 

The ability to manipulate information communication technologies is a crucial information operation tool. Such 
manipulation can be achieved in localized operations or at scale. Localized efforts include affordance manipulation 
and evasive tactics. Scalar methods include use of multiple platforms and algorithmic manipulation. These various 
efforts can range across platform-specific, cross-platform, and multi-platform uses that may change up or down 
in scale depending on operational considerations or technological developments. For example, hashtags were 
originally predominant on Twitter but not ubiquitous on other platforms, so hashtag hijacking had a limited, 
single-platform scale and effect. However, as Twitter has come into wider use, and as additional platforms have 
been developed with hashtag use embedded along with smart technologies enabling easy sharing of posts between 
platforms, users’ preference for hashtag use has become ubiquitous across many social media platforms. This user 
preference combined with technological development has shifted the utility of hashtag hijacking (using an existing 
popular hashtag to circulate unrelated content) from a localized, platform-specific method to a large-scale tool that 
can impact multiple sites simultaneously and expose exponentially more users to messaging.
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Affordances, in the new media sphere context, are sets of features specific to particular software or platforms. Users 
often utilize these features in ways that developers have not planned in order to achieve their own goals. Users 
often manipulate affordances to amplify or suppress messaging. For example, on platforms that rely on hashtags to 
circulate posts, hashtag hijacking has become a common framework that users employ to amplify messaging (e.g., 
QAnon’s use of SavetheChildren, or ISIS’s use of World Cup, Ferguson, and disaster hashtags). But this affordance 
does not work on platforms such as Telegram, which does not use hashtags to circulate posts, but rather uses them 
as an internal labeling system for group administrators. 

Evasive IO methods, like affordance manipulation, are localized methods employed to evade content moderation 
and suppressive measures (e.g., detection, content removal, suspension/banning, deplatforming, demonetization). 
These may include anonymizing methods, such as the use of sock puppet (fake) accounts, the use of virtual private 
networks (VPNs), or the onion router (TOR) network to surf the web. Each of these capabilities work by masking 
the identity and digital information of users. Additional forms of “alt-tech” platforms (e.g., Gab, Parler, Mastadon) 
and distributed, peer-to-peer networks that are decentralized and rely on blockchain technology (e.g., Odysee, 
Dlive, Pando, BitTorrent) are also used to evade content moderation and removal. 

Often marketed as sites committed 
to digital freedom (e.g., freedom 
from moderation or surveillance), 
alt-tech platforms make it easier 
for users to work around laws, 
regulations, of other platforms’ terms 
of service, potentially providing hubs 
useful for replacing banned content 
or providing back-up channels for 
accounts that might be banned. As 
such, alt-tech platforms don’t simply 
provide ways to evade regulation and 
oversight, but also provide new sites 
for the amplification of information, 
particularly content that is likely 
to be suppressed on other sites. As 
the use of alt-tech, distributed peer-
to-peer networks, and blockchain 
technologies develop and become 

more common, it is likely that new methods will emerge related to the specific affordances of these technologies. 

Algorithmic manipulation also occurs on single platforms (as each has its own algorithms), but it can have an 
impact on a larger scale than affordance manipulation. Along with algorithmic manipulation, multi-platform 
IOs provide additional scalar options for information operations. Multi-platform IOs utilize coordinated, multi-
pronged capabilities rooted in cross-posting messages and outlinking (posting links to content on external sites) to 
additional content on a variety of social media sites. This type of multi-pronged coordination is most commonly 
found in influencer and 360 degree marketing. The goal is to flood the information environment with the preferred 
messaging to build “buzz” around a topic or mobilize audiences. Multi-platform capabilities are coordinated 
through affordance manipulations like hashtag hijacking but work at scale due to the volume of platforms 
(messaging channels) being used. They can also include “astroturfing”—deceptive, organized online marketing 

Information Circulation 
Characteristics

“New” Media Sphere
•	 Interactive
•	 Multi-Directional Information Flows
•	 Monetized and Non-Monetized

•	 Casual and Professional Producers

Traditional Media:
•	 Passive
•	 Uni-Directional Information Flows
•	 Monetized
•	 Professional Producers
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designed to look like organic grassroots responses and commentary—as a mechanism for amplifying messaging. 
Thus, multi-platform capabilities use influencer models, large-scale hashtag hijacks, and astroturfing as vectors of 
access in the digital/social media sphere in order to propagate specific perspectives or information (including mis- 
and disinformation), to shift conversations at scale, and to mobilize action.

The variety and flexibility of available technologies and platforms in the new media sphere create a context in which 
information operations methods change rapidly, are adaptable across and between platforms, and are in many ways 
resilient to disruption efforts. In this way, digital tech and social media provide exploitable features useful for gray 
zone information operations. The following sections outline crosscutting modalities and these various types of 
information operations capabilities (affordance manipulation, evasive TTPs, algorithmic manipulation, and multi-
platform methods) to provide a comprehensive overview. 

6.1 Crosscutting Informational Modalities 
Even with the variety of options available to share information, media, and communication, some information 
practices can be considered crosscutting frameworks for utilizing information operations. Crosscutting modalities of 
the new media sphere include the use of sensationalism, “seeds of truth,” and participatory mediation as frameworks 
for information propagation. Some derive from broader media contexts such as boosting overall sensationalism, a 
feature of media that has been increasingly common in news and “news-like” media, particularly with the advent of 
the 24-hour news cycle and the growth in ability to monitor audience reach of virtually all forms of media. Bigger 
stories framed in jaw-dropping terms increase reader/viewership.170 Similarly, “clickbait” headlines—framing 
intended to be so over-the-top that users feel compelled to click through to read the piece—work in an analogous 
fashion with even normal, everyday stories ratcheted up into crises, spectacular events, unbelievable statements, or 
enraging topics.171 This framing is ubiquitous in digital and social media contexts across the gamut of genres (e.g., 
news, imitation news, blogs, fiction) and content types (e.g., text, video, podcast, and online radio). As noted by 
Chen, Conroy, and Rubin, the “willful blurring of the lines between fact and fiction” impacts the veracity of news 
(information) online, which is “now often driven by the quest for page views,” ultimately enabling the spread of 
“misleading, unverified, and seldom corrected” information.172 

Several characteristics of the new media sphere have a direct impact across technologies on shaping available 
information operations capabilities. Interactivity and accessibility of information in digital and social media contexts 
play an essential role in crosscutting informational practices. Foremost among these in internet cultural practice is 
creating and sharing information through repetition via participatory mediation, or the interactive production and 
reuse of media as a mode of communication in digital and social media contexts.173 A common form of participatory 
mediation that has developed as part of online culture is the production and sharing of memes. Drawing on the 
biological associations of Richard Dawkins’s original articulation of the concept of memes, the concept of virality 
or going viral is used to describe the phenomenon of some memes, or similar cultural phenomena, spreading rapidly 
and widely across the internet. Some memetic content may “go viral” on its own accord as people share it, while 
other memetic content can be artificially amplified as part of information operations-driven strategies.174 For 
example, many advertisers attempt to make content that will reach viral status as a framework for increasing their 
brand awareness and sales, an observation particularly true in some influencer marketing efforts. Most important 
in terms of information operations is that memes and the cultural norms of participatory mediation create a form 
of interactive, intertextual communication.175 A variety of texts, ideas, images, sounds, and other media can be 
interwoven in ways that create new associations, direct conversations, and shape opinions, often drawing together 
factual and fictional information and deploying divisive concepts through humor.
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Two practices within participatory mediation stand out in terms of information operations capabilities: 
memeification and gamification. Memeification is the process of turning a piece of content (e.g., taglines, images, 
song snippets, cultural icons) into a meme. It also represents a particularly popular form of participatory mediation 
where users engage with materials, adapt them, and share them, in effect participating in the creation and meaning 
making of the media itself.176 This type of participatory mediation is highly popular, leading to the creation of 
easy-to-use meme generators to create memes specifically. Importantly, this trend also applies to other forms of 
participatory mediation for social media posts and other digital content. For example, Canva is an app that enables 
everyday users to create professional looking, high-quality graphic design content and image-based texts for sharing 
online, offering formats for a variety of social media platform types. Similar types of applications also exist for 
creating video and audio clips and other forms of media. Along with memeification, gamification is the process of 
adding “game” elements, such as leaderboards and rewards systems, to non-game environments. Gamification has 
been used in advertising and education as a frame for increasing participatory engagement with brands or learning. 
Gamification is also increasingly used to spread extreme content and propaganda. For example, memes with images 
meant to look like game style leaderboards, including “kill counts” of extremist and terrorist attacks, have become 
increasingly common.177 And combinations of memeification and gamification potentially create a framework 
of motivation for participation in extreme information cultures online. This was made clear in the livestreaming 
first person shooter style footage from the Christchurch attack, combined with the attacker’s manifesto and 
subsequent online extremist community responses further memeifying and gamifying the footage.178 These kinds 
of participatory mediation as cultural norms of online environments can help propel information operations 
materials if those materials are attentive to trends and topics of interest in online and political milieus.

In addition, the accessibility of vast quantities of data and information in the new media sphere provides ample 
stores of texts, videos, images, sounds, and other content from which to produce participatory media. It enables the 
linking of disparate topics and the incorporation of esoteric, misleading, or false information in forms that seem 
realistic.179 When this occurs accidentally, it is labeled misinformation; when such linkages and incorporations are 
made intentionally, it is labelled disinformation.180 Importantly, as more media rooted in mis/disinformation are 
produced, it increases the available stores of loosely factual or entirely fictional stories and misleading ideas that 
are available to then be repurposed in further participatory mediation and replication. For example, the QAnon 
slogan to “do your own research” promotes the idea of sourcing and interpreting news and events by combing 
the depths of the web and following other “Q” interpreter influencers.181 From the various interpretations (texts, 
videos, and podcasts) by Q interpreters, it is clear that QAnon followers “doing their own research” actually engage 
in participatory mediation, blending information from current events, fringe theories and histories, disproven 
scientific writings, and a broad range of conspiratorial beliefs.182 These texts (written, visual, and audio) then 
become sources for future reproductions, replication, and additional spread of polluted information.

These crosscutting modalities of the new media sphere—including sensationalism and participatory mediation—
provide a multiplicity of vulnerabilities for information manipulations and a broad set of utilities for information 
operations. As IO-driven strategies and campaigns are developed, it is profitable to leverage these types of online 
cultural norms to activate informational spread through users’ networks. When crosscutting modalities are viewed 
alongside specific information operations capabilities—whether localized, evasive/subversive, or scalar—a broader 
picture of the utility, potential impacts, and harms of gray zone information operations becomes clearer.
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6.2 Localized and Platform-Specific Methods
Localized information operations capabilities are often user-generated modes of employing platform features to 
achieve specific goals, such as manipulating the spread of information or evading detection. From the evolutionary 
perspective taken up in this report, some localized IO methods may evolve into capabilities available for use at 
larger scales (e.g., the evolution of hashtag use and hashtag hijacking as platforms responded to users’ preferences for 
hashtagging posts). These shifts are dependent on changes in IO capabilities and their environments, including users 
adapting IOs based on their needs and technological changes. Others may remain localized, such as manipulating 
upvoting on Reddit, because the affordance of upvoting is a structural component of the board and thread format of 
the platform itself. And new localized IO capabilities may develop as new technologies come into use, for example 
evasion of content removal on blockchain-based technologies.

Affordance Manipulation
Social media platforms afford a certain feature set that can be manipulated for ulterior motives. For example, on 
the video-sharing social media platform TikTok, white supremacist extremists make use of popular, community-
created hashtags to share videos intended to convey racist messages. Here, users have coopted the #blacklivesmatter 
hashtag to share videos that promote the view that “black lives don’t matter” and similar themes. Accounts like 
these also use links embedded in their profiles to direct new followers off the platform to external sites that contain 
additional extremist content, allowing viewers to fall down an extremist content rabbit hole.183 This affordance 
manipulation aims to propagate information to target audiences. What follows is a discussion of the concept of 
an affordance; how affordances are applied in a digital context; the multidirectional nature of digital affordances, 
whereby software developers design features with an intended set of affordances and users interact with, redefine, 
or even create new affordances; the ways in which this nature can be manipulated and exploited; and examples of 
affordance manipulation.

What are affordances and how are they applied in a digital context? The concept of affordances was first introduced 
by psychologist James J. Gibson in 1979. In its original context of ecology, as proposed by Gibson, an affordance 
could be thought of as the potential actions provided to a human or animal by environmental cues.184 For Gibson, 
affordances were what the environment provided, in a way that made both animal and environment complementary 
to one another. Gibson tied affordances to perception, noting that affordances could be misperceived, resulting in 
the person or animal being misled by a perceived affordance (e.g., a demagogue portraying himself as a politician 
looking to solve society’s ills).185 

In 1988, Donald Norman built upon the concept of affordances through the lens of design and introduced 
affordances to the field of Human-Computer Interaction (HCI). In the design context, objects should be designed 
with some clue to their proper usage. This, Norman argued, conveys the purpose of an object without the need for 
instructions or labels. For example, a doorknob conveys turning of the knob to open a door, and a coin slot conveys 
to the user that coins fit in the slot in an intuitive way.186

Such design decisions are not limited to physical objects. In the context of HCI, digital objects too can have 
affordances that imply to the user some additional interactive feature set. In the digital sense, a button implies 
clickability, a menu bar implies a series of dropdown menus with extra options, and a text box conveys that text 
should be entered in it. Similarly, buttons on social media platforms symbolize a set of possible interactions with 
the content on the screen, such as liking, sharing, commenting, or retweeting.187

Multidirectionality and the creation of new affordances. An affordance, especially in the digital context, is more 
than just a feature of a particular piece of software or a social networking site. Affordances convey meaning and 
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have a multidirectional component. This multidirectional component becomes complex, especially where a large 
community of users is involved, because designers interact with users through designed features; users interact 
with designed features; and users interact with other users to derive new uses from designed features. In 1991, 
William Gaver introduced this relational component to the concept of affordances by suggesting that an affordance 
is shaped by how people interact with it.188 

This multidirectional relationship was exemplified by Twitter’s November 2015 change of its much-loved “favorite” 
button, which was symbolized by a star, into a “like” button, denoted by a heart. This highlights how developers 
may create an intended affordance when they design a button, but the user base also influences interactions with 
the feature, leading the feature to develop unintended and unexpected affordances. Users across the social media 
platform reacted negatively and lamented the loss of the favorite button. For many users, the star symbol conveyed 
multiple meanings, separating Twitter from platforms like Instagram and Facebook, which also used the heart 
symbol for “liking” something. Other users said the new symbol implied liking or loving a post, when they had 
developed their own usage for the favorite button, such as bookmarking tweets they wanted to return to later. 
Others were afraid that liking a post with a heart could send the wrong message to the original poster of the tweet. 
Even one Twitter engineer publicly expressed anguish at the replacement of a value-neutral star icon with a value-
loaded heart icon.189

Also on Twitter, changes to the platform’s newsfeed in early 2016, from a simple reverse-chronological order to an 
algorithmic order based on popularity of posts, angered many users who enjoyed being able to see their friends’ and 
followed accounts’ posts without filtering or rearranging. This highlights how users imagine certain affordances. 
Users feared that algorithms would favor popular posts from larger accounts and would displace their friends’ posts 
in favor of influencers, thus fundamentally altering the feel and underlying culture of the platform.190 This led some 
users to seek ways of keeping the old newsfeed, prompting numerous articles about how to opt out of the change.191 
The change also caused the hashtag #RIPTwitter to trend on the platform, suggesting that many users thought the 
change to an algorithmic system would be devastating to Twitter as a social media site. 

Newly emergent affordances are not limited to specific social media platforms. The feature set of social media 
and the way users interact with those features has created new affordances in the online space writ large that can 
also make their way into the physical world. One major affordance of social media is the ability to rapidly share 
information about events as they happen. This includes sharing formal news, informal web postings, or even 
anecdotal information. The COVID-19 pandemic highlighted how information could rapidly be disseminated 
through social media, as users shared news stories, debated public health guidelines, and amplified polluted 
information that consisted of false information and frequently of outright dangerous recommendations. Social 
media sites cater to and feed a person’s desire (both emotional and also chemical) to be liked and to receive attention 
by including metrics for measuring approval through likes, shares, comments, and retweets.192 In this way, social 
media provides not only technical affordances for transmitting information but also social affordances through 
approval-seeking behavior, which has been observed to result in some of the more negative aspects of social media 
sharing seen prior to and during the COVID-19 pandemic.193 In the midst of the pandemic, individuals read and 
shared information on social media that could have been harmful to their health, either by recommending unsafe 
treatments, suggesting that the pandemic was a hoax, or advocating for not following public health measures. 
Online information produced real world consequences.

Social media sites enable another form of affordance: mass mobilization. This was witnessed by the world during 
the 2011 “Arab Spring” uprisings in the Middle East and North Africa region, as protesters used social media sites 
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to organize protests and demonstrations that ended up displacing some of the world’s most enduring autocrats. 
In the years since, social media has continued to be employed as a powerful mobilization tool. A major way this 
happens is through the use of trending topics on sites like Twitter to bring attention to protesters’ causes. This first 
gets the attention of the public, then the agenda-setting influence of the mass media.194 In this way, protesters’ 
message can propagate through multiple mediums and can, in turn, mobilize further individuals to support a cause.

Manipulation and exploitation of affordances. Affordances also can also allow for manipulation or exploitation. 
An account’s credibility, effortless sharing of posts, anonymity, and the incentive structures of social media are 
just some of the features afforded by social media platforms. These features are intended to improve the user’s 
experience—and, according to former industry insiders, make the experience addictive. Malign actors can take 
advantage of the affordances offered by these features to conduct IOs. 

One way this can take place is through the manipulation of credibility afforded by a particular account’s reputation. 
This credibility affordance can stem from a trusted individual who inadvertently spreads misinformation, such as 
a friend or family member who garners a level of trust from a user, a prominent influencer’s account that amplifies 
information, or even a coordinated information operation.195

The ease of sharing information on social media platforms increases the ease with which false stories or 
misinformation can spread. Features on social media websites make sharing effortless, requiring minimal input 
from a user. In essence, users can see something online, then share it almost instantly with all their followers. This 
ease of sharing with hundreds or thousands of people means that people no longer have to think about what they 
are sharing, or even if the information is true. Individuals concerned with metrics of their social media accounts 
are even frequently incentivized to share information that will be attention-grabbing rather than information that 
is valuable or true. Ease of sharing, a tendency toward sensationalism, and a focus on having a popular account can 
allow actors to create material specifically for its virality (ability to spread). Sensationalized stories can capture a 
reader’s attention and incentivize them to share with friends while little thought is given to the truth of the material. 
Actors seeking to set an agenda or to carry out an IO can exploit sensationalism to co-opt users into propagating 
information for them.196 When this occurs, it becomes increasingly difficult for social media platforms to discern 
accounts actively perpetrating an IO from legitimate users spreading viral content.

Another key affordance that can be exploited is anonymity. While social media platforms like Facebook require 
names instead of usernames, little effort goes into ensuring that people are who they claim to be. Anonymity allows 
actors to create sockpuppet accounts, which are fake accounts that are meant to appear real to a normal user. These 
sockpuppet accounts create an authentic looking person who is meant to appear believable and trustworthy. Actors, 
both state and non-state, can build a believable profile and audience before switching to spreading the intended 
message of their IO.197

The incentive structure of the social web is another affordance that can be manipulated and exploited. Online 
platforms incentivize maximizing visibility, generating impressions or interactions, and virality. Further, the 
companies operating these platforms are not always incentivized to take action against misuse of their services. The 
virality of social media posts and number of eyes looking at each post drives each platform’s advertising and revenue 
model. An IO can be highly profitable for the platform on which it is being conducted! This dynamic can make 
social media platforms reluctant to clamp down on the sharing of mis/disinformation.198

Examples of affordance manipulation. Each social media platform allows different affordances that are platform-
specific. IO capabilities intended for one platform may not necessarily be suited for another. Instagram, for 
example, draws upon image-based content that can encourage the sharing of manipulated images, memes, or other 
sensationalized content. Facebook incentivizes a closer network of friends and allows for detailed posts and the 
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creation of private groups for the sharing of information. Twitter incentivizes short posts, often devoid of nuance, 
that function more as hot takes or pithy quotes about events. This also allows for the sharing of information that is 
sparse on details, often encouraging rampant speculation by followers.

The TikTok example discussed earlier, in which white supremacist extremists amplified their content through 
hashtagging and embedding links, is an example of affordance manipulation. At play in this example were affordances 
specific to TikTok, namely ease of replication and imitation, which is known as mimesis. From signup on the 
platform to daily use, users are incentivized toward virality and toward discovering and/or producing content that 
reproduces, shares, or imitates other trending content. On TikTok the goal is discovery of new content, as opposed 
to close interaction with friends (as is Facebook’s focus). An actor looking to manipulate TikTok’s affordances to 
amplify content can latch onto a popular hashtag and create content that will be shared with others interested in 
the same hashtag. Because of this, TikTok was a popular platform to share #BlackLivesMatter and #MeToo posts 
to reach a wide audience. Actors can co-opt these hashtags to spread their own message by piggybacking on such 
popularity to propagate information to a wider audience than they would otherwise be able to reach. 

The mimetic nature of TikTok also allows for access to a wide audience for other purposes, as when “during the 
COVID-19 pandemic, Vietnamese officials created a TikTok dance demonstrating the proper way to wash hands 
and engage in social distancing.”199

Platforms that enable sharing of information propagate a sense of credibility by showing shared content as though it 
is posted by the individual sharing the content instead of the original source. This feature of sharing content is one 
reason that vaccine-hesitant content spreads on Facebook. Researchers noted that the majority of anti-vax posts 
circulating on social media platforms from February to March 2021 were created by twelve prominent accounts. 
However, when this content was shared by users to friends or family members, those friends or family members first 
saw that the post was shared by someone they trusted, making them more receptive to what they were reading. This 
example highlights how various actors can co-opt regular users to propagate information.200

On Twitter, the trending topics feature is an important element for keeping up with what is happening on the 
platform in a particular region and for newsmaking. It can also be gamed by malicious actors. The Atlantic 
Council’s Digital Forensic Research Lab has noted several instances in which a small group of accounts in South 
Africa have gamed the trending topics feature to make false narratives trend overnight before they were picked up 
by influential users and the media the following day. In one instance, the hashtag #RamaphosaResigns was used by 
these actors to spread a false narrative that South Africa’s Cyril Ramaphosa had resigned as the country’s president. 
Researchers noted that the hashtag began trending overnight, when few users were on Twitter. In total, only around 
300 accounts were responsible for starting and amplifying the hashtag. By 5 a.m., the hashtag was trending and 
was picked up by more prominent users who began using the hashtag to draw attention to their own posts, even 
if those posts were unrelated. Twelve hours later, the hashtag had gone from 557 mentions to 10,280 mentions. 
In just twenty-four hours, the hashtag was mentioned 16,730 times. The incident gained media attention as users 
speculated about what was going on. Meanwhile, Ramaphosa’s critics used the hashtag as an opportunity to call for 
Ramaphosa’s actual resignation.201

The newsmaking element of Twitter is one multidirectional and emergent affordance that allows users to exploit 
the platform’s incentive and feature structure. The news media follows trending topics as a way of setting the 
news agenda, which feeds further user content creation. This newsmaking-trending topic feedback loop can be 
manipulated to hijack the newsmaking process. In one example, automated and fake accounts amplified conspiracy 
theories about Democratic National Committee staffer Seth Rich having ties to Hillary Clinton’s leaked emails 
during the 2016 election cycle.202
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These examples—including white supremacists manipulating TikTok hashtags, the sharing of vaccine hesitant 
content on Facebook, and exploitation of Twitter’s trending topics to target South Africa’s president—highlight 
how affordances can be misused. Platform developers create a certain set of affordances, regular users interact with 
these affordances and sometimes create new or unintended uses. This creative process can allow for manipulation 
of the platforms in unexpected ways, and actors have already done so as a means of amplifying political narratives 
and mis/disinformation.

6.3 Evasive and Subversive Methods
Evasive and subversive IO methods are strategically important, and necessary to maintain functional information 
operations in the new media sphere. This necessity is driven by uptake of digital and social media as well as 
information and communication technologies and devices that enable surveillance, oversight, and information 
sharing. These methods enable identity masking, avoidance of detection and subversion of platform and content 
regulation, as well as strategies that enable cross and multi-platform efforts. Importantly, these tools can be used as 
protective measures by general users as well as bad actors. 

Identity Masking and Anonymity
Identity masking and anonymous use of the web and social media are common practices for a variety of reasons, 
including preventing harms, cyberbullying, and attacks; conducting open-source intelligence; and conducting 
nefarious or criminal activity. Often, a mix of technologies and practices are used to secure a user’s identity. These 
include the use of sockpuppet accounts, “burner” devices (smart phones or laptops), virtual private networks 
(VPNs), and encrypted browsing platforms such as the onion router (TOR). Often these strategies are used 
together to produce a robust identity masking environment because the practices cover multiple angles of exposure, 
such as accounts, devices, and IP address/location. 

In the frame of gray zone information operations, identity masking and anonymity are often used as part of the 
methods within planned strategies or campaigns that are designed appear to originate from authentic users. 
Sockpuppet accounts enable employees of strategic information operations to manage multiple online identities, 
produce and deploy a wider range of content, engage with identified targets (e.g., topics, accounts, users), and adapt 
their responses according to their various online personae. Sockpuppet handlers will often utilize these multiple 
accounts to create dissenting viewpoints and contentious engagement.203 Sockpuppet accounts are an “analogue” 
tactic in the sense that they are human-controlled fake accounts.204 As such, these accounts offer flexibility and 
creativity compared to software-based fake accounts (“bots”) and offer increased ability to evade detection.

Christopher Schwartz and Rebekah Overdorf, researchers studying the use of sockpuppets in electoral campaigns 
in Kyrgyzstan, describe how the use of sockpuppets has evolved to pose an “adversarial escalation.” Formerly, 
sockpuppets were used as a defensive strategy to support a person or agency, or to evade such platform rules 
enforcements as bans. However, sockpuppet accounts have evolved into what Schwartz and Overdorf call 
“infiltrators,” utilized as an offensive strategy inclusive of attacking targets.205 These evolved fake accounts attempt 
to “assimilate genuine audiences from within.”206

Additional mechanisms of identity masking include software-based solutions such as virtual private networks 
that enable users to establish secure connections on public networks and anonymous web-browsing technologies 
like TOR that mask users’ IP addresses and locations while they perform tasks online. The use of VPNs was 
central to Russian’s information operations through the Internet Research Agency, where operators used them 
to appear to be individuals located in the United States.207 This marks an evolutionary shift from VPN usage as 
a primarily defensive information security method to an offensive information manipulation and amplification 
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one. While TOR browsers are similar to VPNs, in that they mask a user’s identity and location, they are primarily 
engaged to access the dark web, an unindexed bottom layer of the internet “containing content that has been 
intentionally concealed” (additional details on the dark web follow in the next section).208 As Kristen Finklea notes: 
“Anonymizing services such as Tor have been used for legal and illegal activities ranging from maintaining privacy 
to selling illegal goods—mainly purchased with Bitcoin or other digital currencies. They may be used to circumvent 
censorship, access blocked content, or maintain the privacy of sensitive communications or business plans.”209 TOR 
and other browsers that access the dark web enable information manipulation and operations providing access 
to anonymized spaces. These spaces are often used in the development and deployment of coordinated efforts to 
disseminate manipulated information and content, ranging from meme warfare to QAnon conspiracy theories.210 
As such, evasive IO methods can work in concert with subversion IO methods.

Avoiding Detection and Subverting Regulation/Terms of Service 
For users and information operators seeking to avoid detection, particular locations on the web enable anonymous 
interactions. Some, like the dark web, are layers of the digital infrastructure. Others, like the Chans (4Chan, 8Chan 
and its derivative 8Kun, 16Chan, InfinityChan, and Endchan) are platform-based locations favored for their 
cultures of anonymity by design. The dark web is a subsection of the deep web, a bottom layer of the internet 
that is not indexed and therefore cannot be reached through mainstream search engines. Navigating the deep and 
dark web requires specialized browsers that often provide layers of security, including IP masking and multi-relay 
location masking. The dark web can be used for both offensive and defensive gray zone intelligence operations. It 
is also used for open-source intelligence research, as well as detection and prevention of cyberthreats.211 Of current 
importance for IO efforts is the use of the dark web by non-state violent actors like Daesh, as well as extremist 
groups like QAnon. 

QAnon’s use of these fora that facilitate anonymity yielded a particularly high impact because of how members of 
the movement were able to utilize it as a base for “memetic warfare.” Matthew Hannah, an assistant professor of 
digital humanities at Purdue University, illustrates QAnon’s use of these platforms to engage in meme wars:

Anons also advance particular fronts in the meme wars, announcing specific campaigns in 
response to current events. For example, following Trump’s impeachment, one anon declared a 
counter-attack. “Must declare a memewar on the Democrats in districts Trump won” the post 
is titled, “This is part of the 2020 memewar anons.” Calling Democratic senators traitors, anons 
list vulnerable politicians in swing districts with a mission: “Part of the 2020 memewar NEEDS 
to be strategically targeting these now VERY VULNERABLE democrats with memes so that 
not only are they voted out of office but democrats lose the House.” In another campaign called 
“VoterID Meme Warfare,” anons call for a concerted social media blitz surrounding California 
primary voting. Claiming that “California has become a hotbed for corruption and crime,” anons 
detail specific objectives including pressuring Democrats to pass voter-ID laws, derailing existing 
efforts, and shifting media narratives…. While raining hell from the “meme cannons” almost 
seems whimsical, the aims behind these QAnon war-rooms are clear: control the media narrative 
and declare information war designed to undermine and derail Democratic political races in an 
effort to help Trump win reelection. Waging war across social-media platforms with memes and 
hashtags as ammunition, anons deploy information technology as a weapons system.212

This aspect of QAnon’s information warfare strategy is particularly important. Memetic warfare can be highly 
profitable for sowing chaos in the new media sphere and serves as a potential point of exploitation for other gray 
zone information operators.
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As a strategy, memetic warfare developed out of the Chans and through online mobilizations like the GamerGate 
networked harassment campaign. It is particularly useful for polluting the new media sphere, directing discourse, 
and propagating messaging. The Chans are notorious for “shit posting” and “edge lord” cultural norms, including 
trolling, flame baiting, and bullying. 4Chan’s image boards /b and /pol, among similar /pol boards on other Chans, 
have been a primary site of meme production and circulation, followed by 8Chan when moderation increased on 
4Chan regarding certain topics and content. 8Chan and its derivative 8kun (which emerged after 8Chan lost its 
hosting service) are also the birthplace of the QAnon conspiracy theory/movement.213

Some of the Chans are accessible on the surface web while others are on the dark web. Chans have the look and 
feel of older internet forum boards with time-oriented threads and up/down voting used to circulate popular 
materials.214 4Chan’s /b board has been responsible for the generation and wide dispersal of some of the most viral 
memes, and has been an origination site for multiple networked harassment attacks which are coordinated between 
multiple (often hundreds or thousands) users against identified targets.215 The Chans are integral components of 
certain kinds of extremist content on the web, and are especially favored by far right extremists online.216

Crucially from the perspective of information operations, the Chans are insular spaces in which successful 
participation requires enculturation, particularly on the /b and /pol boards, which are particularly relevant for 
information manipulation.217 Thus, the Chans are a space most likely to be sources of images or potential stories to 
be used in production, rather than a site of deployment for operators outside of its own cultural milieu. However, 
operations conducted over long periods—for example, using sockpuppet accounts—could work their way into 
Chan culture if the effort was deemed useful, particularly in promoting message propagation outside the Chans. 

For users seeking to subvert regulation/restrictive terms of service, the dark web and Chans are good tools, but 
other alt-tech platforms and services have become increasingly prevalent. These platforms and services are 
alternatives to mainstream social media and surface web options (e.g., Facebook, Twitter, blogs). Alt-tech platforms 
often mirror mainstream platforms (e.g., Gab/Parler are Twitter “mirrors”) in order to offer alternate sites for users 
who have grown tired of mainstream platforms’ moderation policies.218 Alt-tech covers a wide variety of platforms 
and services, including end-to-end encryption (e.g., Element), decentralized networks (e.g., Mastodon or Gab), 
distributed, peer-to-peer (P2P) file sharing networks (e.g., Skynet), and distributed peer-to-peer (P2P) blockchain 
protocols (e.g., LBRY, DLive). Some combine social network mirror front-end access with other alt-tech back-
end services. For example, Odysee is a web-based front end video streaming platform that mirrors YouTube, but is 
run on LBRY, a distributed, P2P blockchain protocol that monetizes user-generated content using LBC (LBRY 
credits), a cryptocurrency within the protocol.219 

Alt-tech platforms tend to market themselves as zealous protectors of free speech rights. Little to no moderation 
is a key feature—affordance—of these platforms for many who migrate to them. These sites also often develop 
as communities for users holding specific political ideologies. This constellation of ideological concentration, 
contention over speech, and focus on digital freedom make alt-tech platforms sites for exploitation in information 
operations from a variety of angles. The lack of moderation enables the production, hosting, and circulation of 
content that would likely be banned on other platforms. Alt-tech sites can thus provide direct access for platform 
users and also act as hubs for redeploying content and messaging on mainstream platforms to keep it circulating, 
thus subverting content moderation and platform regulation on mainstream sites. This can reduce content 
moderation to a game of “whack-a-mole,” where removal becomes increasingly difficult for companies as users 
repost banned content. For example, the Christchurch attack livestream and the film Plandemic are banned and 
removed regularly by mainstream platforms, but users continually repost them (sometimes with slight variations, 
such as including 10 seconds of static at the beginning, in an attempt to trick automated content moderation).220 
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This capacity, providing a repository for recirculating content, can also be leveraged to enable multi-platform IOs, 
thus providing tactical support for information operations on a larger scale.

6.4 Scalar and Multi-Platform Methods
This report uses the term scalar to indicate cross and multi-platform processes and large-scale operational IO 
methods used to amplify or suppress information. Scalar information IOs cover a range of user-generated and 
automated practices intended to achieve specific goals. From the evolutionary perspective employed by this report, 
scalar methods may have evolved out of localized methods or may have derived from technological changes. Scalar 
IO methods include algorithmic manipulation as well as tactics such as hashtag hijacking, influencer marketing, 
and political astroturfing used in cross and multi-platform information operations-driven strategies and campaigns.

Algorithmic Manipulation
As technology has evolved dramatically in the past two decades, so too has artificial intelligence (AI). AI algorithms 
are now commonplace in our everyday lives. They enable us to quickly search the internet for information, they are 
used to recommend products we may want to buy, and they are even used to assess creditworthiness. Yet even the 
most sophisticated algorithms are still produced by humans and are subject to the biases of the humans writing 
the code, errors in code, or even unintended usage once the algorithms are employed online. Algorithms are value 
neutral—they can be used for good or ill—which allows for the creation of algorithms that not only help improve 
our lives but that can be used to mislead the public, to silence public debate, or to openly discriminate against 
or target certain groups. It is possible for algorithms to be manipulated for various ends, including “gaming the 
algorithm” to increase the reach of information; “attention hacking” designed to propagate information to other 
forms of media; automating the process of creating synthetic text for false narratives; and suppressing narratives 
deemed problematic by privileged actors, such as big tech companies.

Algorithms and Filter Bubbles. One concern that has been expressed concerning algorithmic manipulation is the 
possible role of algorithms in increasing political polarization by creating so-called filter bubbles. However, Kartik 
Hosanagar and Alex Miller suggest that a greater level of nuance is needed to understand the role that algorithms 
may or may not play in political polarization. They highlight three different aspects of the problem to consider: 
the data used to train algorithms, the logic of the algorithms, and the way people interact with the system.221 
An algorithm is only as good as the data it is trained on; biased or incomplete data can produce biased results. 
Similarly, algorithms are composed of code written by humans, so if implicit biases from those writing the code 
are not considered, then the algorithm can produce skewed results. Lastly, those interacting with a system can 
influence the system. When presented with multiple search results, users choose the site they want to visit. Machine 
learning algorithms will learn from the sites that users choose to visit, so if users searching for polarizing content 
consistently visit only sites with specific points of view, the algorithm may come to deprioritize other perspectives, 
thus potentially limiting other users’ ability to be exposed to alternate viewpoints.

However, researchers have shown that the aforementioned self-selection may play a larger role in polarization 
than do algorithms. On Facebook, users’ friends heavily impact what stories they will see and click on; users’ self-
selected friends play a larger role in reducing the diversity of the newsfeed compared to the effect of the algorithmic 
newsfeed.222 This self-selection acts as its own filter bubble, which is shaped independently of AI algorithms. Who 
a person chooses to be friends with and what television stations they view or newspapers they read can be thought 
of as analog filter bubbles. 

Further research on the effect of algorithms in fragmenting political discourse has shown that in some contexts 
algorithms have an impact on increasing fragmentation, while in other contexts they can reduce political 
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fragmentation.223 Overall, the causes of political polarization are more multifaceted than certain narratives that are 
overly eager to pin the blame on algorithms suggest.

Attention Hacking. Many actors seek to increase the reach of their message through “attention hacking,” which 
takes advantage of individuals’ desire to see sensational content and of content providers’ eagerness to provide 
such content. Sensational content viewership drives engagement metrics on some of the most prominent big tech 
platforms. A high engagement score in turn prompts recommendation algorithms to promote this content to 
others, producing an amplification loop that yields yet more viewers to drive further engagement metrics and more 
recommendations.224 Attention hacking also aims to capture the attention of individuals with a wide audience, such 
as influencers or journalists, who then amplify the content further by discussing it with their audiences. For actors 
employing attention hacking tactics, any coverage is positive coverage. This has been common with far-right groups, 
who post deliberately controversial content so that when critics or journalists highlight the controversial nature of 
the content, it unintentionally plays into the hands of the original poster.225

Attention hacking is also common in conspiracy theory-oriented circles, as conspiracy theories lend themselves 
to the sensationalism that feeds attention hacking. These theories can attract attention to the point of going viral. 
Once recommendation algorithms begin amplifying a theory outside of niche circles due to its high engagement, it 
is often picked up by the mainstream information environment, further increasing the conspiracy theory’s reach to 
new audiences. This in turn draws more recommendations, as algorithms amplify the now mainstreamed content 
to broader audiences.226 

Attention hacking takes advantage not only of individuals’ psychological biases but also the incentive structure of the 
information environment. Neither psychological biases nor information environments encouraging sensationalism 
are new. What is new, however, is actors’ ability to take advantage of technological innovations allowing information 
to propagate and amplify from a small online community to the mainstream, driven by engagement metrics and 
recommendations. This innovation allows what would otherwise be considered a fringe community on the Internet 
to rapidly have its content reach the mainstream, where it can then entice new members. Conspiracy theory 
communities are aware of this dynamic, and often begin shaping their narrative accordingly from the outset. By 
creating a sensational yet compelling conspiracy narrative, far right conspiracist actors can effectively anchor their 
narrative in the minds of those consuming their content.227 Thus, when a mainstream narrative, such as a fact-
checking account, is produced debunking the conspiracy, it may actually reinforce the original view and elevate the 
content to the mainstream. 

Gaming Search Engines. One prominent concern about algorithmic manipulation relates to Google’s popular search 
engine, the de facto standard for being discoverable on the Internet. Complex algorithms are constantly working 
behind the scenes to deliver timely and accurate results in response to user search queries. But these algorithms 
are not perfect—a concern because they shape what users see when they type in a particular search parameter. In 
2016, one glaring example of how things can go awry was observed when Google was queried: “Did the Holocaust 
really happen?” That search query produced shocking results. The top result led to a website titled “Top 10 reasons 
why the Holocaust didn’t happen,” which was not the only problematic result. Several of the top ten search results 
led to neo-Nazi or antisemitic websites, which prompted Google to alter its PageRank algorithm to demote these 
sites.228 Yet the incident raised questions about how Holocaust denial sites were chosen by PageRank as the most 
authoritative sites to provide information about the Holocaust. 

Google’s search engine is used by 89 percent of the world’s Internet users to search the web for information. The 
process combines complex algorithms and user queries to produce tailored search results.229 To increase the chances 
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of appearing in a Google search and thus being found, website administrators engage in search engine optimization 
(SEO) by including various keywords in the website’s code. SEO keywords enable Google’s web crawlers to capture 
and properly categorize a site’s content.230 The algorithms that use this information are complex and constantly 
changing, prompting an entire industry to form around trying to ensure that a site is search engine optimized to 
generate maximum traffic by appearing higher in Google’s search results.231

The SEO industry has produced no shortage of digital marketing strategies and guides on how to optimize a website 
to appear higher in search results. Google regularly changes its search algorithm to prevent manipulation of its 
popular search engine, but digital marketing strategists in the SEO industry have not needed to dramatically alter 
their strategies and guides as a result of Google’s changes. Thus, legitimate actors continue to have access to tried 
and tested SEO strategies to market their businesses and content online. IO actors and those looking to manipulate 
algorithms can and do also employ these same strategies to drive traffic to their websites, as seen with the example 
of Holocaust denial sites being the first search results for information about the Holocaust.232 A Holocaust denial 
website would only need to optimize itself to appear to Google’s web crawlers as though it is sharing legitimate 
information. This could be accomplished, for example, by keyword spamming, creating web pages that are meant to 
be indexed by web crawlers but not viewed by visitors, creating fake pages that link to the site, and other techniques 
aimed at deceiving search engines.233 One way this could be used against state actors would be to flood a search engine 
with web pages purporting to be legitimate websites that actually propagate polluted information about a state’s officials, 
legislative, or foreign policy approaches, or even military deployments.

Though gaming search engines is a concern, Google has a long history of countering spammers and others who 
seek to misuse the platform. Only a small fraction of sites that make it to the top ten search results across a variety 
of popular search queries are manipulated or peddle false or harmful narratives. Getting caught manipulating SEO 
can result in demotion or even removal from the search engine.234 Despite this, the gaming of search engines can 
be a problem in “data voids”—search topics in which there is not enough information to build an extensive list of 
reputable sites. This allows IO actors to propagate information to users who use a search query that aligns with a 
data void.235 Most data voids align with more fringe content, but individuals can then share this information on 
social media and propagate it beyond the data void.

Automating Synthetic Information Production. In 2020, OpenAI’s GPT-3 system was unveiled, which can produce 
full length articles in partnership with a human editor. The GPT-3 system combines advanced machine learning 
algorithms and a database of roughly a trillion words of human written prose and is able to respond to prompts 
from humans. Shortly after going online, GPT-3 had its work published in The Guardian, producing articles that 
humans could not tell were written by an AI, and partook in the Internet pastime of creating memes.236

In May 2021, a team at Georgetown University’s Center for Security and Emerging Technologies received access 
to GPT-3 to assess its potential to automate the production of disinformation. The researchers concluded that 
the system could be used on its own to produce moderate to high-quality written material at scale, though they 
highlighted that the real strength of the system comes when paired with a skilled operator and an editor. While 
they noted that GPT-3 would not allow for the full automation of disinformation efforts and was not yet available 
to the public, the researchers assessed that using the system once it is made available or creating a similar system was 
well within the capabilities of state actors like China and Russia.237

Big Tech as the Arbiter of Truth. A major concern stemming from increasing reliance on algorithms hinges upon 
the selectivity with which an algorithm displays some information but not other information. Most algorithms 
are proprietary, making the systems that employ them opaque to the outside observer. Most users searching for 
products on a site like Amazon simply see what they typed for their search query (the input of the function) and the 
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results displayed on their screen (the output of the function). All the complex calculations that happened between 
the input and the output occur in a metaphorical black box. It is often not possible to understand why some results 
are shown while others are not. Are there unintended biases in the algorithm? Is there a deliberate bias? Has some 
information been suppressed while other information is weighed more favorably? Such questions have earned tech 
companies like Google and Facebook the title “arbiters of truth” for the way their platforms can potentially serve as 
gatekeepers to what information can and cannot be seen by the public.238

The foregoing questions become even bigger concerns when one considers how much political discourse now takes 
place online. Given the way algorithms can be gamed and manipulated and how platforms can effectively serve as 
“arbiters of truth,” researchers have raised concerns over potential election manipulation that could take place as the 
result of algorithm misuse by foreign or domestic actors.239 Dan Jerker B Svantesson and William van Caenegem, 
law professors at Australia’s Bond University, argue that individuals presented with information typically evaluate 
bias for themselves, but in the online news space it is often tech platforms that use algorithms to weigh what 
information to show users. If the algorithm were manipulated by a nefarious actor, it could be nearly impossible for 
the end user to detect the manipulation.240 Such manipulation could be carried out by state actors, non-state actors, 
or even insider threats working at the tech company with direct access to the hardware and software running the 
AI systems. 

The efforts of Twitter, YouTube, Facebook, Google, and others to demote and remove “fake news” from their 
platforms following the 2016 U.S. presidential election are one way algorithms can be used to suppress, as opposed 
to amplify, information. Yet as Hudson Institute scholar Harold Furchtgott-Roth points out, the concept of 
removing “fake news” can be problematic, as “one person’s ‘fake news’ is another person’s reality, and vice versa.”241 
In determining what information is fake and what is not, critics worry that the suppressing of information deemed 
by tech platforms to be untrue creates implied limits on what constitutes acceptable speech. While free speech is 
not guaranteed on privately run services like social media platforms, their pervasive role as gatekeepers of public 
discourse has raised concerns about the effect that content moderation may have on free and open societies.242 
In response to this criticism, tech platforms have shifted somewhat toward an “authentic” versus “inauthentic” 
content moderation paradigm. In this model, authentic content is shared and promoted by algorithms on social 
media platforms because it constitutes legitimate use of the platform, while inauthentic content is demoted or 
removed. Thus, the subject matter of the content is less important than the fact that it is being shared by real users 
in real conversations with other real users.243 A concern that remains under this model, however, is that technology 
platforms still exert institutional power to define what is and is not legitimate, authentic content.244

The inconsistent and somewhat ill-defined nature of what may trigger content moderation or outright removal 
has resulted in numerous folk theories—that is, user-generated theories based on the user’s perspective of how a 
platform works—about the algorithms used by big tech.245 When content suddenly disappears, confusion sometimes 
abounds among users, the content author, and sometimes even the platform itself. This is because content is 
sometimes automatically flagged for removal by an algorithm. This process then requires the content to be reviewed 
manually by an employee of the platform if the removal is appealed. However, sometimes content suited for the 
platform is still automatically flagged as inappropriate, leaving users and the content author confused. Another 
source of confusion stems from content that seems to disappear from public view, known in online communities 
as shadowbanning. This folk theory argues that disappearing content is the result of content being algorithmically 
demoted, sometimes without clear reason. Shadowbanning makes it harder for content to be discovered by other 
users, constituting a state that is less than outright banning from the platform but has a similar effect of making the 
user’s content nearly invisible.246
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While content moderation on big tech platforms has been increasing since the 2016 U.S. presidential election, the 
COVID-19 pandemic brought redoubled effort to moderate content deemed misleading or dangerous. Following 
a spike in mis/disinformation and conspiracy theories about COVID-19, tech platforms like Twitter, Facebook, 
and YouTube began to crack down on the sharing of such material, resulting in a large amount of content removal, 
account closures, and even the deletion of posts from political figures like Rudy Giuliani and Brazilian President 
Jair Bolsonaro.247 Content that contradicts public health recommendations was deleted for being “dangerous” and 
“misleading,” and other content was flagged with links directing users to more authoritative sources, like the Centers 
for Disease Control and Prevention or the World Health Organization.248 Facebook also employed an army of 
fact-checkers to review material posted relating to the pandemic. Material deemed untrue was not immediately 
taken down, but rather was demoted in users’ newsfeeds, which, like shadowbanning, makes the material virtually 
invisible to other users.249 As Paul Barrett, deputy director of the NYU Stern Center for Business and Human 
Rights, concluded: “In other words, the platforms have become arbiters of the truth, at least on medical matters 
related to the pandemic.”250

Case Study: Daesh’s Use of Social Media and Subsequent Deplatforming
The jihadist militant organization Daesh revolutionized the way militant organizations use the Internet to recruit, 
solicit support, and disseminate propaganda.251 Daesh’s media strategy was sophisticated and multifaceted, but 
one of its key components was an enormous social media presence. While Daesh was on numerous platforms and 
has since evolved its tactics in response to account takedowns, its original platform of choice was Twitter. At its 
peak in 2014, estimates suggested that there were as many as 46,000 Twitter accounts operated by Daesh and 
its supporters.252 While Daesh commanded numerous accounts, a RAND report found that Daesh’s opponents 
actually outnumbered it online by a ten to one margin. However, Daesh accounts and their supporters posted 
almost 50 percent more content—and, similar to an observation we made earlier in this report about the far right, 
Daesh’s strategy was designed to feed off of attention, positive or negative. The clusters of pro-Daesh “hyperactive 
users” were often able to take advantage of Twitter’s trending topics algorithm to get their hashtags trending, where 
they could reach a broad audience.253 Even though pro-Daesh accounts constituted a minority, they were a vocal 
minority that could produce content rapidly and with numerous interactions, while feeding off the work of Daesh’s 
detractors to increase the militant group’s visibility.

Pro-Daesh accounts were also tightly networked, which ultimately made them vulnerable to another type of 
suppression: mass takedown of accounts by Twitter. Daesh thus became a victim of its own success on social 
media. Pressure mounted for tech platforms like Twitter to do something about Daesh’s use of their services.254 
This prompted successive purges of pro-Daesh accounts from Twitter and other prominent mainstream social 
media platforms. The group’s members and supporters would try to immediately return to the platform when their 
accounts were banned, only to be banned again, creating somewhat of an online cat-and-mouse game. Eventually, 
though, Daesh found Twitter too challenging an environment and migrated to Telegram (which also took action 
against the militant group and its supporters, prompting the platform’s own cat-and-mouse game). The group also 
began to branch out to smaller platforms like TamTam and RocketChat to diversify its online presence, though it 
still uses Telegram as well. Twitter and Telegram’s deplatforming efforts did have the effect of denying Daesh an 
online safe haven.255 

Mia Bloom points out that while the deplatforming of Daesh demonstrated the overall value of such efforts, the 
attempted deplatforming of far-right extremists has been less effective due to the existence of replacement platforms 
like Gab and 8chan, the gradual mainstreaming of far-right messaging, and platforms like Telegram not enforcing 
similar bans on far-right extremists.256
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6.5 Multi-Platform IO Methods
Multi-platform IOs are designed to spread and amplify messaging across a variety of channels, which makes 
them useful for broad reach and larger scale information operations. Multi-platform IOs are utilized in normal 
digital and social media practice (e.g., advertising, brand promotion, community/group organizing), so users are 
accustomed to seeing and engaging with information in this way. This allows information operations structured 
as multi-platform efforts to seem authentic. IO capabilities common to multi-platform operations include 
hashtag hijacking, influencer marketing (lifestyle branding and 360-degree marketing), and astroturfing (planned 
campaigns designed to appear as “grassroots” movements). Each of these is discussed below. 

Hashtag Hijacking
The use of hashtags began as a relatively platform-specific tactic with its initial use on Twitter.257 The development 
of hashtags is an example of affordance manipulation, as they were first proposed by Chris Messina as a way to 
more easily connect on the platform, while according to Messina, Twitter itself maintained the attitude that “these 
things are for nerds. They’re never going to catch on.”258 Twitter was ultimately incorrect in its assessment of 
hashtags, which not only became ubiquitous on the site but spread outward to other platforms such as Facebook 
and Instagram. Hashtags are now highly prevalent in mainstream culture, with the tactic replicated across most 
social media platforms, used in marketing and advertising, and becoming a functional search parameter in browsers 
like Google. The development of the broader digital/social media landscape to incorporate hashtags has enabled 
hashtag use to undergo a tactical evolution from a localized, platform-specific technique to a scalar, multi-platform 
technique. 

The functionality of hashtags for cross-referencing posts has driven their use as an information operations strategy. 
This usage regularly utilizes a form of cooptation—hijacking—of existing popular hashtags as a strategy for success. 
As P.W. Singer and Emerson Brooking note, it is easier to appropriate existing viral (popular) online content rather 
than make content “go viral.”259 Hashtag hijacking, then, is the tactical deployment of messages and content by 
piggybacking them on unrelated but very popular hashtags. This tactic is part of a larger strategy called content 
laundering, and has the benefit of rapidly and widely circulating information that would otherwise likely only 
be seen by a small number of users. Hashtag hijacking has been used by activists, advertisers, trolls, and violent 
non-state actors. Daesh performed several high-profile hashtag hijacks in 2014-15, including taking over hashtags 
associated with the World Cup to circulate propaganda and violent content to a massive worldwide audience.260 

A more recent hashtag hijacking is QAnon’s takeover of the SavetheChildren hashtag. In the summer of 2020, 
QAnon followers determined that Wayfair’s prices for cabinets and other items were exorbitantly high, and 
based on an esoteric reading of Wayfair’s website, they circulated theories that Wayfair was in fact trafficking in 
children.261 QAnon followers saw high prices on furnishings that had products labeled with girls’ names (e.g., 
the Chelsea cabinet) and launched a digital “research” effort linking the product names to the names of missing 
children to “expose” the purported child sex trafficking plot. Over the course of days and weeks, #WayfairGate 
morphed into a hijack of the SavetheChildren hashtag, which was used regularly by international NGO Save 
the Children to promote its work and fundraise. Posts flooded social media, spreading rapidly through mothers’ 
groups. A series of SavetheChildren protest marches were organized across the United States for July and August, 
from big demonstrations in large cities to smaller protests in rural towns.262 The campaign took about a month 
longer to take root in the UK and EU. While participation numbers are difficult to determine with accuracy, the 
hashtag hijacking expanded the Q following potentially by hundreds of thousands, and exposed millions to QAnon 
conspiracy messages and content.263 Crucial to the success of the SavetheChildren hashtag hijacking campaign was 
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momfluencers—a shorthand for influencers in online mothers’ communities—who became prime propagators of 
the SavetheChildren campaign, and QAnon materials more broadly.264 

The SavetheChildren campaign suggests that hashtag hijacking campaigns may be evolving to include both a 
propagation and mobilization component, meaning that large-scale protests stemming originally from hashtag 
hijacking may become more common. Should hashtag hijacking campaigns continue to evolve in this way, they 
could pose an enticing vector of direct exploitation. 

Influencer Marketing (Lifestyle Branding and 360 Degree Marketing )
Influencers build networks of followers and have a uniquely persuasive “broadcasting” IO capability that is valuable 
for spreading information. This is a fundamental aspect of the influencer marketing model, and plays a role in 
companies’ decision to pay influencers to market their brands. This is also why alt-right and identitarian cultures 
have developed a framework for spreading their information and perspective with individual adherents developing 
brands as online “political” influencers. These influencers—including Ali Alexander, Lana Lokteff, Henrick 
Palmgren, Brittney Pettibone, Lauren Southern, and Milo Yiannopoulos, among others—have built a networked 
online culture that Rebecca Lewis refers to as the “Alternative Influence Network” (AIN).265 These operators 
leverage the benefits of influencer models, particularly an increase in persuasive reach through seemingly authentic 
stories and personal connections with audiences, to spread ideological messages and content. They also leverage 
personal branding strategies to create marketable personas. As Lewis notes, “Blending the ‘glamour’ of celebrity 
with the intimacy of influencer culture ... influencers display the way they live their politics as an aspirational 
brand.”266 In this way, political influencers sell ideology to their audiences in both a metaphorical and literal sense. 

Influencer cultures and personal brand marketing are also connected with 360 degree marketing and lifestyle 
branding models, such that influencers can incorporate product lines and be sponsored by companies as an 
additional way of monetizing their propaganda production. A highly successful example of this is Alex Jones and 
his channel InfoWars, a massive influencer platform that depends on Jones’s persona to spread ideology through 
sensationalism, conspiracy theories, and manufactured rage, along with nearly any product you (don’t really) need. 
Jones’s website, YouTube, and Facebook content received 1.4 million daily views on average in the three weeks prior 
to his deplatforming.267 

The AIN has developed as a networked community where influencers support other like-minded influencers 
through interacting with their various channels, participating on the others’ shows and podcasts, creating a self-
sustaining multi-nodal web in which audience members can immerse themselves. Rebecca Lewis also described 
a feedback loop that may drive influencers to deliver even more extreme content over time: “For many of the 
political influencers in the AIN, the more extremist content they make, the more of an extremist and dedicated 
audience they build. Such audiences can, in turn, drive political influencers to deliver ever more extreme content.”268 
These influencers, much like non-ideological influencers, spread their content across multiple platforms; follow 
and engage in controversies and sensationalism; and become deft at affordance and algorithmic manipulation, 
particularly manipulation of SEO rankings. They ultimately deploy multiple types of information operations 
capabilities in their day-to-day practices.269 

As noted earlier, influencers act as broadcasters and often spread mis/disinformation and polluted information. 
Thus, they are exploitable in digital information manipulation campaigns and gray zone IOs. This is an important 
trend to watch for potential evolution. Indeed, the Internet Research Agency’s troll/sockpuppet farms seem 
to already be leveraging influence networks with some accounts (e.g., the previously described Jenna Abrams 
account). For example, an influencer supported by an adversary could amplify strategic narratives targeting the U.S. 
to hundreds of thousands of followers.
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Political Astroturfing 
Along with influencer marketing, astroturfing is another multi-platform tactic derived from advertising cultures. In 
it, coordinated and planned information operations are created by companies or political groups, then deployed as 
if they were grassroots movements.270 Kovic et al. have described the type of political IOs, attempting to influence 
political outcomes, discussed in this report as digital astroturfing: 

Digital astroturfing is not limited to U.S. elections. Instances of digital astroturfing have been 
documented in many countries (Wooley, 2016). Astroturfing efforts can be conducted by outside 
political actors, such as in the 2017 French election (Ferrara, 2017) or in the 2016 Brexit vote in 
the United Kingdom (Bastos and Mercea, 2017; Llewellyn et al., 2018), or they can be campaigns 
of political actors within their own country, such as the systematic digital astroturfing strategy 
of China (King et al., 2017). Digital astroturfing is also not limited to manually curated sock 
puppets. For example, many digital astroturfing efforts are conducted with automated bots, 
whereby computer software impersonates humans by acting and reacting in as “natural” ways as 
possible (Bessi & Ferrara, 2016; Shao et al., 2017; Wooley, 2016).271

These authors also include the Internet Research Agency’s campaigns under the rubric of digital astroturfing. 
Similarly, Farrell and Schneier warn about the dangers of AI and automated digital astroturfing campaigns. They 
write that “when the floodgates open, democratic speech is in danger of drowning beneath a tide of fake letters 
and comments, tweets and Facebook posts. The danger isn’t just that fake support can be generated for unpopular 
positions…. It is that public commentary will be completely discredited.”272 The use of digital astroturfing in 
political IOs is increasing, and moving in two directions: analog (i.e., human-controlled) fake accounts and 
technologically developed, broad-scale comment generators that can push out millions of posts. Both of these 
directions represent evolutionary shifts in response to environmental and technological factors. While the overall 
effect of these developments is yet to be determined, their potential in gray zone information operations should 
not be underestimated. 

Multi-platform efforts and algorithmic manipulation offer sets of IO capabilities that can be applied to large-scale 
operations. This scalar nature makes them useful for a variety of operators. Viewing both scalar and localized IOs 
within the context of the crosscutting modalities of the new media ecosystem allows a view of how users and 
technological developments can shape the emergence and adaptation of IO capabilities in ways that impact gray 
zone information operations.

6.6 State and Pseudo-State IO Campaigns273

This report’s evolutionary framework focuses on the IOs that various actors employ, and state actors possess the 
ability to deploy elaborate and well-resourced IO-driven strategies and campaigns that utilize sophisticated IO 
methods and capabilities. The IOs of state and pseudo-state actors discussed in this section can also inspire or be 
adapted by other state actors, non-state actors, or even domestic political actors. After all, actors learn from each 
other’s gray zone IOs, making an understanding of state IO campaigns all the more necessary.

Domestically Targeted State and Pseudo-State Campaigns
In recent years, elections have been a common target of IO efforts. In addition to states interfering in other states’ 
elections, domestic actors also have increasingly adapted the IOs used by adversarial states to carry out IOs in their 
own countries. A report from Freedom House noted that in 2017 18 different states employed disinformation ahead 
of elections, sometimes even targeting their own electorates. The goal of these IOs was to manipulate the public 
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into supporting government policies through astroturfing.274 Countries carried these IOs out in part through the 
creation of fake online identities masquerading as real citizens supporting certain government policies. The intent is 
to make it appear that there is public support when there may in fact be little, and to persuade the audience to adopt 
the same view.275 Freedom House researchers found that these IOs have been effectively employed by governments 
they describe as authoritarian, including by the Philippines, Sudan, Turkey, and Vietnam.276 These campaigns can 
mobilize the populace in support of the government’s agenda while suppressing opposition to said agenda.

Domestic political actors have employed state-sponsored trolling for various ends. A report by the Institute for 
the Future’s Digital Intelligence Lab noted that “state-sponsored trolling combines several problems that digital 
rights circles have been viewing in isolation for years—cyberattacks, hacking, invasion of privacy, computational 
propaganda, disinformation, political bots, and the like—into a larger phenomenon that is in a class by itself.”277 
While some of these tactics will be described in more detail in a later section, it is worth noting here that states 
use mobs of supporters, bots, and individuals employed by the state for the purpose of trolling to harass, threaten, 
or discredit individuals who threaten the state’s hold on power. Notable victims include journalists, academics, 
activists, and opposition politicians.278

One way that states use trolls is known as “patriotic trolling.” Such an approach leans upon the assumption that 
those who support a government’s policies are true patriots while those who oppose it or cast it in a negative light 
are unpatriotic. Some states will thus mobilize followers to attack their opponents. Governments in Turkey and 
Mexico have utilized armies of bot accounts to bolster their policies, attack opponents, and drown out opposing 
voices.279 Another way states use trolls is by taking advantage of fears of algorithmic manipulation and fake content. 
Because state-sponsored trolls are aware that tech platforms are keen to remove inauthentic content quickly, trolls 
mass report legitimate accounts controlled by individuals who have been targeted by the state, resulting in the tech 
platforms potentially removing authentic accounts or demoting content that the state wants suppressed.

State-Specific Campaigns
The following section examines IO campaigns carried out by Russia, China, and Iran. The goal of this section is not 
to highlight the actors but instead to demonstrate similarities between the IOs employed by each state and how 
these states have evolved their IOs over time. 

Russian Active Measures. Russia has a long history of conducting information operations and propaganda 
campaigns. During the Cold War, the Soviet Union engaged in “active measures” against the United States aimed 
at discrediting the Western liberal order, advancing Soviet communism, and deflecting Western criticism of the 
Soviet Union.280 In the Soviet Union, propaganda was an art form intended to advance strategic goals. This art form 
remains in practice by Russia even today.

Bringing active measures into the new media sphere was not without missteps for the Russian government. Russia 
deployed bots under President Dmitry Medvedev in an attempt to control the domestic political narrative and to 
frame Russian policies in a positive light. However, Russia’s technology and media industries were highly competitive 
at the time, making the relatively unsophisticated bot army unconvincing in the face of a cadre of seasoned Russian 
bloggers. The failure prompted significant investment in the development of both bots and trolling capabilities that 
could operate in a highly competitive environment.281

Following the refinement of its IO capabilities in this regard, Russia turned to its so-called near-abroad to test 
new techniques. Beginning in 2014, Russia deployed active measures in Ukraine’s Crimea region. Russian media 
outlets worked to create an image favorable to Russia’s invasion and subsequent annexation of Crimea while bots 



- 65 -

˄

Blind Sided: A Reconceptualization of the Role of Emerging Technologies in 
Shaping Information Operations in the Gray Zone

amplified this favorable narrative and drowned out opposing viewpoints.282 Russia then turned its attention to 
other near-abroad countries like Hungary, Poland, and the Czech Republic, before reaching further afield to the 
United Kingdom, wielding its increasingly powerful propaganda apparatus to support the Brexit referendum in 
mid-2016.283

This led to the most prominent and closely studied example of Russian active measures, which took aim at the 
2016 U.S. presidential election. As laid out in the Report on the Investigation into Russian Interference in the 2016 
Presidential Election by Special Counsel Robert Mueller, Russia interfered in the 2016 presidential election in a 
“sweeping and systematic fashion” that included computer system intrusions targeting the Democratic National 
Committee, dumping of hacked documents on the website WikiLeaks, and influence operations conducted by 
the Internet Research Agency (IRA).284 In March 2016, the Russian Federation’s Main Intelligence Directorate of 
the General Staff (GRU) compromised computer systems and email accounts belonging to the Clinton campaign, 
including that of Clinton’s campaign manager John Podesta. One month later, the GRU targeted the Democratic 
Congressional Campaign Committee (DCCC) and the Democratic National Committee (DNC), stealing 
hundreds of thousands of documents and emails across all three attacks.285 These attacks were later investigated and 
attributed by the cybersecurity and incident response firm CrowdStrike, which named the GRU operation APT 
28 or Fancy Bear.286 

Fancy Bear’s hack and exfiltration of documents was not the only operation targeting the DNC during the 2016 
election. In fact, a prior breach reported to the DNC by the FBI prompted the CrowdStrike investigation in the 
first place. CrowdStrike soon discovered that the prior breach was perpetrated by a team from Russia’s Foreign 
Intelligence Service (SVR). This team, named APT 29 or Cozy Bear, had been in the DNC’s systems slowly 
exfiltrating information since at least the summer of 2015.287 Once the materials obtained by Fancy Bear and 
Cozy Bear were in Russia’s possession, they were given to WikiLeaks, which timed the release of the documents to 
negatively impact Hillary Clinton’s presidential campaign.288

Fancy Bear and Cozy Bear both compromised the DNC’s systems separately and were seemingly unaware of one 
another’s operations.289 Indeed, the GRU hacked an already hacked system, one that was having emails slowly stolen 
by the SVR’s operation.290 Don Smith of the cybersecurity firm SecureWorks assessed that without Fancy Bear’s 
dump of the DNC’s emails to WikiLeaks, Cozy Bear’s operation likely would not have been disrupted by the 
CrowdStrike investigation.291 

In addition to the Fancy Bear and Cozy Bear operations, Russia also conducted a social media influence operation 
aimed at sowing political and social division in the United States. As laid out in detail in an indictment, the Internet 
Research Agency (IRA) was primarily responsible for this arm of Russia’s IO ahead of the election. The IRA bought 
political advertisements, created social media posts designed to appear as though they were written by Americans, 
organized political events, and produced material disparaging Hillary Clinton.292 To better understand political 
dynamics in the United States, IRA “specialists” began studying American politics, influential groups, and trends as 
early as 2014, and the IRA started to purchase political advertisements in 2015, showing the operation’s deliberate 
and methodical preparation.293

The content produced by the IRA reportedly reached hundreds of thousands if not millions of individuals, according 
to data from Facebook and Twitter that is cited in the Mueller report. Prominent examples of the operation’s 
activities include running roughly 3,500 political ads on Facebook, scheduling competing rallies designed to get 
opposing sides in the same place at the same time, targeting ethnic minority groups to suggest they vote for Jill Stein 
or stay home entirely, and creating a Twitter account that falsely claimed to be the official account of the Tennessee 
GOP.294 The ad campaign conducted on Facebook is believed to have cost around $100,000.295 The actual impact 
of Russia’s interference in the 2016 presidential election remains difficult to assess.296
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There are some important aspects to note about the 2016 election interference IO. One key aspect highlighted 
by Thomas Rid and Ben Buchanan is that this was a multi-faceted operation that employed technology to scale. 
In that way, the 2016 election IO was a departure from Soviet-era active measures. Second, in another departure, 
Russia targeted voters directly, as opposed to its more standard targets of politicians and journalists.297 Third, the 
main victim of the IO, regardless of the influence on the outcome of the election, was the integrity of, and trust 
in, democracy. Between the IO’s attempts to foment distrust in the process and highly partisan perceptions of 
subsequent investigations and hearings, Russia’s message was amplified. Political polarization seemingly increased 
as the IO became politicized, and trust in the democratic process was eroded.298

Chinese Charm and Suppression Campaigns. The People’s Republic of China is also active in the IO space. PRC 
information operations focus on three lines of effort. The first is suppression of narratives unfriendly to the PRC, 
as well as domestic dissent. Second, the PRC utilizes charm campaigns to promote its economic interests and to 
positively frame its relationships with a growing number of markets around the world. Third, PRC IOs attempt to 
diminish the negative appearance associated with doing business with an authoritarian government. 

Starting in 2010, the PRC massively increased its state-run media presence abroad. This resulted in a three-
fold increase in the number of China Global Television Network (CGTN; previously known as China Central 
Television) offices operating in major cities around the world, hiring sprees for the newspaper China Daily, and the 
creation of the Global Times, a tabloid intended to reach an English-speaking audience (all three of which are state-
owned media outlets). By 2018, the Voice of China had been created with the goal of influencing public opinion 
aboard. This media outlet combined CGTN, China Radio International, and China National Radio into a single 
entity in order to maximize the effectiveness of the PRC’s international outreach efforts.299 Such efforts expanded 
the PRC’s ability to produce news reports that could paint the PRC in a positive light. 

The expansion of the PRC’s media reach did more than allowing PRC to manage its image abroad. It also allowed 
the PRC to more effectively target foreign audiences by publishing and advertising in other countries’ publications 
as well. In September 2018, for example, China Daily purchased a four-page advertisement targeting potential 
voters in the lead-up to the 2018 U.S. midterm elections in the Des Moines Register, aimed at highlighting the 
damage that a continued trade war with China could inflict on Iowan livelihoods. Rather than taking an aggressive 
tone, this PRC influence operation highlighted the close economic ties between the state of Iowa and the PRC, the 
ways farmers benefit from free trade with the PRC, and the potential risks of prolonging the trade war.300

The “Great Firewall,” an elaborate digital censorship system that blocks access from inside China to a wide range of 
online information that the PRC deems sensitive or inappropriate for domestic audiences, is another way that the 
PRC exerts influence over the information environment. As a means of augmenting the Great Firewall, the PRC 
exerts enormous pressure on tech companies like Google, Facebook, and YouTube, including influencing some of 
what Google is allowed to show in China, and banning Facebook and YouTube entirely. 

In addition, the PRC employs roughly two million people to flood Chinese-run social media platforms in order to 
drown out or suppress criticism of the PRC. It is estimated that these individuals produce around 450 million posts 
per year.301 The PRC could also potentially direct at least some of these resources externally, using them in gray zone 
provocations against competitors.

The PRC has already begun using IOs as a means of interfering in, rather than simply influencing, other countries’ 
politics. In 2018, the PRC conducted a large-scale IO against neighboring Taiwan, which the PRC sees as an 
extension of mainland China. This IO was aimed at interfering in the re-election campaign of President Tsai Ing-
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wen. The PRC’s goal was to see Tsai and her Democratic Progressive Party (DPP) lose the election to the Kuomintang 
party, which maintains a better relationship with mainland China. The resulting propaganda campaign spanned 
multiple social media platforms, including Twitter, Facebook, and several chat services. 

More recently, the PRC amplified and spread conspiracy theories related to the COVID-19 pandemic. In 2020, 
Chinese officials created and propagated a conspiracy theory that COVID-19 was manufactured at Fort Detrick, 
the former home of the U.S. biological weapons program and a major biological defense research installation. The 
conspiracy theory alleged that COVID-19 was brought to China during the 2019 Military World Games. This 
conspiracy theory was forged in part to direct attention away from the PRC’s mishandling of the early pandemic 
and from allegations that the PRC could be responsible for a leak of the virus from a lab in Wuhan.302 This helped 
fuel further COVID-19 conspiracy theories. The PRC also attempted to encourage and reinforce the suppression 
(e.g., via big tech) of Wuhan lab leak hypotheses about the origins of COVID-19, which were discussed earlier in 
this report.

Iran’s IO Efforts. Iran is also present in the IO space. Iranian operations have repeatedly flooded social media 
platforms with propaganda campaigns that targeted Western audiences, were favorable to Iranian interests, and 
disparaged Israel and Saudi Arabia. More recently, Iran escalated to blatant electoral interference, similar to Russia’s 
efforts.

Iran’s state-operated social media accounts date back in some cases to 2011. The accounts were first discovered 
in 2018, when Facebook announced that it had removed hundreds of accounts from its platforms that were 
conducting two separate IOs. Twitter and Reddit soon followed suit, banning hundreds of accounts for “coordinated 
manipulation.” A subsequent investigation by the cybersecurity firm FireEye determined that the activity stemmed 
from an IO that started targeting audiences in the United States, UK, and thirteen other countries in 2017.303 A 
2019 report by Christina Nemr and William Gangware further explains Iranian IO efforts:

Iranian pages have also found success in generating followers by doctoring memes, often around 
polarizing topics. One popular page with more than 400,000 likes, titled “No racism no war,” 
photoshopped an image of Tom Hanks by adding a Black Lives Matter slogan to his t-shirt. The 
image generated 95,000 shares. Since 2011, well-produced, fake BBC Persian videos have been 
created to cover stories and provide analysis inconsistent with BBC Persian’s actual content. 
These videos are posted to websites that are prominent in search results for BBC Persian. The 
videos have also been spread through pro-Iranian social media pages.304

In 2019, Facebook again removed Iranian accounts from its platform, this time for their connection to amplifying 
propaganda in the lead-up to the 2016 presidential election. Facebook determined that 92 accounts across Facebook 
and Instagram targeted U.S., UK, and Saudi audiences using a similar approach to that seen by Russia’s IRA 
operation, such as creating fake accounts designed to increase overall political polarization. The Russian operation 
had a much greater reach than did this Iranian effort.305 However, this investigation suggests that the similar tactics 
from Iran and Russia, which happened in parallel, were learned and adopted independently of each other. This 
highlights the importance of this study’s evolutionary framework: actors not only learn from each other but also 
learn from their own trial and error.

During the 2020 U.S. presidential election, Iran took an even more active role in electoral interference. One 
operation used spoofed emails sent directly to voters in Florida, Alaska, and Arizona that claimed to be from the 
Proud Boys, telling voters to cast their ballots for President Trump or “we will come after you.” Within days the 
emails were debunked and the U.S. intelligence community blamed Iran for the IO. The emails were targeted 
using stolen voter registration data, marking the first effort by Iran to target the United States with stolen voter 
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registration information. Thomas Warrick of the Atlantic Council argued that the IO may have been less focused 
on election interference for the sake of interference, and could instead largely be designed as retaliation for policies 
and actions that angered the Iranian government.306

Amplification and Automation Through Bots 
In recent years, bots have been used in greater frequency to amplify online content for both domestic and foreign 
targeted information operations. The number of bots used to spread polluted information is staggering. Twitter 
reported taking down 70 million accounts in just two months in 2018. Meanwhile, Facebook removed 583 million 
accounts in the first three months of 2018 alone. 

Given these numbers, there is growing concern about advances in AI that will allow for the deployment of natural 
language processing (NLP) to complement bot-based campaigns. NLP relies on complex AI in an attempt to 
replicate how humans understand text and speech, allowing computers to talk and understand language as humans 
do. Popular voice-activated software like Apple’s Siri and Amazon’s Alexa use such algorithms to process requests 
from users. NLP-augmented bots are concerning because their usage will complicate efforts to remove bots from 
social media platforms by making online posts look and feel more authentic, as though real humans wrote them.307 

Bots can massively amplify the propagation of information as it traverses the media environment. In fact, bots can 
be programmed to immediately share or retweet a particular account’s material. If enough bots are deployed, a post 
can almost instantly go viral.308 Bots can also be used to astroturf and manufacture the appearance of grassroots 
support for a particular policy.309 Bots could be used in this context against U.S. military deployments, to make the 
deployment appear unpopular or to turn the local population against U.S. military personnel. 

Bots can act as force multipliers for state and pseudo-state actors. Given the replicability of digital content, it does 
not cost additional money or time to have a computer program post something thousands of times, thus allowing 
actors with varying amounts of economic resources to deploy armies of bots cheaply. Once acquired by a threat 
actor, a bot army is reusable. There is already evidence that bots have been reused for multiple purposes, often 
to take advantage of one crisis before being repurposed to exploit another. Actors reuse the same bots to target 
multiple elections.310 This makes bots a versatile and potent tool for actors in the gray zone that want the greatest 
return on their investment.

7. Mobilization Repertoires
Mobilization repertoires comprise the IOs that can have material effects on culture, society, economics, and politics. 
In essence, they are IOs that engage everyday people to mobilize in support of an overall goal. In the new media 
ecosystem, these action-oriented IOs encompass both online and offline practices. These practices may be knock-
on effects, intentional or accidental, from IOs, or they may be specific strategies or desired outcomes of gray zone 
IOs. As with the emergent “infiltrator” sockpuppet strategies discussed in the previous section, some online IO 
capabilities are intended to propagate mis/disinformation to produce shifts in attitude with an eye toward shifts in 
behavior and action. Moreover, like information operations, methods to spur action in the new media ecosystem 
are often dependent on technological developments and may shift or change accordingly. Given that both online 
and offline mobilization IOs may be useful to an operation or accidental outcomes, there may exist a series of events 
intermingling propagation and mobilization over time, blurring definitional lines between the two sets of efforts. 

Mobilization repertoires include online actions that cover a range of strategies related to the interactivity of digital 
and social media, including circulation-based tactics (e.g., interactive circulation, intermediation, and reactive 
circulation) as well as harassment and suppressive tactics (e.g., doxxing, networked swarms, brigading, and swatting). 
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They also include offline actions, including demonstrations (e.g., protests, movements, events) and violence (e.g., 
inciting violence). Once developed and deployed in quotidian uses, these efforts become exploitable by gray zone 
operators. Thus, gray zone information operations may lead to what appears to be “grassroots” mobilization (as with 
astroturfing, which this report has described previously) that has been manipulated by outside actors. Moreover, 
outside actors may piggyback on existing mobilized movements (or movements with a potential to mobilize) in an 
effort to manipulate the mobilization to advance their own aims.

For example, it is now clear that Russian information operations, including the Internet Research Agency, staged 
a long-term campaign preceding the 2016 U.S. presidential elections which targeted racial divisions in the United 
States as a primary modality of sowing distrust and division. Between 2015 and the 2020 presidential election, 
this operation attempted to leverage the Black Lives Matter movement, anti-Muslim movements, and other 
existing movements. A particular mobilization tactic Russian operatives used was to create fake protest groups to 
organize “events” for demonstrations, protests, or marches for both sides of an issue (e.g., pro/anti-BLM, pro/anti-
immigrant rights). In some cases, the demonstrators at the two Russia-instigated events would clash in the streets.311 
An analysis of Russia’s efforts to coopt existing social movements that appeared in the Washington Post noted that 
the Kremlin’s “attempts to hijack movements such as Occupy Wall Street and the Standing Rock protests against 
the Dakota Access pipeline indicate that the Kremlin can skillfully reframe social protests to increase mistrust 
between U.S. citizens and their government.”312

7.1 Online Actions 
Multiple online action methods rely on the interactivity of the new media ecosystem as a primary catalyst. The 
affordances of interactivity enable online “actions,” such as sharing posts and content, clicking links, researching 
issues depicted in manipulated information (e.g., “doing your own research”), buying suggested products, making 
derivative content, and responding to posts. These types of online actions also have an amplifying effect in terms 
of propagating narratives, content, and dissension. Thus, online actions should be considered a primary aim of 
mobilization in new media sphere information operations in the gray zone. These types of actions may also lead 
to offline mobilizations, such as demonstrations and protests, voting and electoral actions, and interactions with 
government officials (e.g., petitioning, calling politicians, attendance and speaking at school board meetings). They 
can even build to the point of participation, either intentional or unwitting, in violent action—as with the January 
6 Capitol attack.

Participation in online action may benefit from a psychological effect, the foot-in-the-door phenomenon, wherein 
individuals who are asked to participate in small ways initially are more likely to participate in more in-depth ways 
in subsequent interactions.313 Nicholas Gueguen explains the phenomenon:

It was observed that accepting a simple initial request predisposes in a positive way a subject to 
accept a subsequent request asking for a greater effort. Our experience shows that the ‘‘foot-in-
the-door’’ technique can be transposed to situations in which the interactions occur by e-mail. 
Earlier studies have shown that the physical presence of the demanding person is not necessary to 
guarantee the compliance to the request. It appears now that this presence not even necessitates a 
synchronous communication between the applicant and the target of his request. This ‘‘electronic 
foot-in-the door’’ turns out as effective as in a situation where the interaction is synchronous 
(face-to-face or by phone).314
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Such compliance predisposition can be exploited via social media IOs. For example, initial reading, liking, or 
sharing of posts could potentially work as an initial compliance-gaining action leading to higher impact online and 
offline actions. 

Indeed, initial online interactions—sharing, liking, reposting, and commenting—represent a form of interactive 
circulation of content, narratives, and manipulated information. Such interactive circulation may be organic, 
relatively speaking: General users in target environments have seen and interacted with materials from or related to 
an IO. The circulation may also be manufactured in the sense that a group of information operators may strategically 
act through fake accounts or utilize a contingent of bots to interact 
with materials from or related to an IO. Other frameworks for 
manipulating interactive circulation processes include 
intermediation and reactive circulation. 

Intermediation is the process of cross-linking or blending symbols, 
images, or narratives for the purpose of coopting their meaning. 
An example of this is hashtag hijacking (detailed previously), 
but it also occurs with media content and cultural symbols. Two 
infamous examples are the cooptation of the Pepe the Frog image 
and the OK hand symbol by online alt-right and far right cultures. 
This intermediation of previously popular and iconic images and 
symbols, converted to represent discriminatory new meanings, was 
achieved through coordinated (i.e., networked) digital campaigns 
with the intention of “infecting” the image or symbol to “trigger” 
(disturb or upset) “normies” (everyday people) and leftists.315 In 
these campaigns, Pepe the Frog memes were generated to represent 
a variety of characterizations from across the spectrum of extreme 
beliefs (e.g., male supremacism, white supremacism, neo-Nazism, 
antisemitism). The appropriation of the OK hand gesture is 
somewhat more complicated, seemingly rooted in a campaign to 
first fool and then delegitimize mainstream media reporting.316 
The hoax claim being made (e.g., on 4chan) was that the gesture was designed to stand for white power, as illustrated 
in the accompanying graphic. As extreme Pepe memes and pictures of white youths flashing OK signs continued to 
be traded, they escaped their origins in online Chan cultures and moved into mainstream digital and social media 
contexts. Creators/circulators and campaign participants enjoyed their “lulz” (mocking humor at the expense of 
normies) as people reacted with horror, disgust, anger, and fear. This reaction was the goal of the campaigns, with 
digital extremist cultures winning in this bit of the culture war. 

The ongoing reaction to these coopted symbols (reactive circulation) is the second stage of mobilization in 
response to such digital and social media campaigns. It includes online, and in some cases offline, action. Recently, 
a contestant on the game show Jeopardy made what many audience members—apparently now highly sensitized to 
the ostensible white power cooptation of the OK symbol—thought was a “racist hand gesture” during the airing 
of the show. People took screen captures and shared video of the moment, castigating the show and broadcast 
company. The contestant did not, in fact, flash a white power symbol. 

A more dramatic example of audience reaction to this purported white power symbol is the story of Emmanuel 
Cafferty. Cafferty, a San Diego Gas and Electric employee, was driving his company truck, arm out the window 

This graphic illustrates how the OK 
symbol had purportedly been 
appropriated as a symbol of white 
power.
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and in the midst of cracking his knuckles, when another driver snapped a picture. The stranger posted the image 
on social media, claiming Cafferty was flashing a white supremacist hand gesture. The post quickly went viral. 
Twitter users demanded his termination. Despite Cafferty being Mexican-American and vehemently denying all 
accusations of white supremacy, or even knowing that they supposedly favored a specific hand gesture, he was fired. 

When Cafferty’s side of the story came to light, his accuser deleted both the original post and entire Twitter account. 
A petition on the popular site Change.org asked San Diego Gas and Electric to reinstate Cafferty, while on the 
fundraising site GoFundMe money was raised so he could sue his former employer for wrongful termination. These 
examples illustrate how planned campaigns to 
infect information—the pollution of a cultural 
symbol—can mobilize action online and offline, 
with increasing effects over time. People unaware 
the new meaning of the symbol (which, in the case 
of the OK sign, was a hoax meaning) could have the 
course of their lives changed by purported 
association with it.

These circulation-based IOs—interactivity, 
intermediation, and reactive circulation—are 
common practices rooted in the functions of digital 
and social media. As such, they are exploitable by 
information operators in the gray zone. Properly 
targeted deployments of manipulated information 
can spread widely, impact large audiences, and 
mobilize a variety of actions.

Suppressive IOs 
Along with online mobilization, there are suppression efforts developed by users and exploited by outside actors 
useful to suppress certain information and silence certain users. Suppression is important to understand within the 
framework of online mobilization. Even if they are not used directly by information operators, they are very likely 
outcomes of divisive information manipulation campaigns which may ultimately work in support of gray zone 
information operations’ success. These efforts include online harassment, doxxing, networked swarms (large-scale 
harassment campaigns), brigading, and swatting. These measures can be used in localized ways against individuals 
or on specific platforms. They can also be used or leveraged for largescale operations, usually in coordination with 
multi-platform efforts. The specific efforts used in both localized and scalar mobilization are described in detail in 
the remainder of this section.

Harassment. Harassment has become a norm across the internet. A 2019 UNICEF poll, for example, found that 
one-third of young people across 30 countries had been the victim of online bullying.317 Over a quarter of Canada’s 
35.6 million internet users reported being harassed on social media.318 A quarter of internet users surveyed in 2021 
reported experiencing “physical threats, stalking, sexual harassment, or sustained harassment,” up from eighteen 
percent in 2017.319 

Severe online harassment tactics began to move away from the fringes of the internet and into the mainstream in 
2013 and 2014, based on several high-profile incident. These incidents include doxxing, a term derived from the 

This image of Emmanuel Cafferty outraged 
thousands of Twitter users who believed he was 
forming a gesture of hate instead of casually 
cracking his knuckles.
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practice of releasing documents or “docs” containing personal information about a target, which has been part of 
the internet since the 1990s.320 In the early to mid-2010s the practice gained a sort of popularity as instances of 
doxxing went viral.321 

Harassment on message boards, threats to a person’s physical safety, and doxxing have all evolved to remain effective 
in a changing the digital landscape. A variety of actors across the political spectrum have employed these tactics to 
harass and suppress those with whom they disagree. 

Targeting. Targeting is the direct harassment of individuals or groups, often originating in internet campaigns. 
Russian IOs using targeting have focused on both Canadian Armed Forces (CAF) and NATO forces, particularly 
those deployed to Latvia. Polluted information has claimed, for example, that CAF personnel are taking advantage 
of the Latvian government’s money, and has depicted them as drunks and litterers. In 2017, a Russian-language 
pet-lover’s page posted photos of trash, including empty water bottles and military rations, claiming they were 
left behind by CAF and NATO troops after an exercise.322 Mainstream Latvian media outlets picked up the story 
without checking its veracity, propagating the information further and giving it more credence. The National Post 
found that the pictures of litter had actually been taken prior to the arrival of CAF personnel in Latvia. Also in 
2017, a Latvian woman posted on Facebook about a conversation she had with a taxi driver, who told her that 
CAF and NATO forces were residing in luxury apartments paid for by the Latvian government.323 This example 
illustrates how, once polluted information is introduced, it can be spread in a number of ways and take different 
forms and mediums—including not only being spread digitally, but also by word-of-mouth. 

In November 2017, photos showing men in uniform buying large amounts of beer from Latvian shops were shared 
and spread online. The story claimed that the photos depicted CAF personnel. In fact, the photos depicted U.S. 
troops buying beer, and they had been taken three years earlier.324 In 2017, a Russian-language blog published 
an article that called NATO troops stationed in Latvia “weak, p-ssy, gay, losers, [who] couldn’t find job in any 
other field.”325 This IO contributed to a larger strategic narrative about NATO forces questioning their capabilities. 
Leaders of Baltic states have expressed concern that Russia is trying to provoke NATO troops into behaving in a way 
that alienates them from the host population and validates these messages.326 In April 2020, during Exercise Steele 
Crescendo, the NATO battle group in Latvia was targeted with polluted information related to the COVID-19 
pandemic. False reports spread by several media outlets claimed that there were high levels of infection among 
NATO troops in Camp Adazi, a NATO base used by Latvian Battle Group forces, including Canadians and 
Americans. These reports surfaced shortly before an exercise that took soldiers outside the camp and into local 
areas.327 The Latvian government began dispelling the rumors within a matter of hours.

Many of the targeted IOs discussed here began in early 2017, as the United States deployed 3,000 troops to Poland. 
This represented one of the largest post-Cold War American military deployments to Europe as part of NATO’s 
Operation Enhanced Forward Presence. The number of Russian-influenced IOs targeting NATO troops likely 
increased at this time as a result of that deployment. The U.S., U.S. allies, and NATO should consequently expect 
the use of polluted information and other forms of information warfare to increase before, during, and after a 
major deployment, redeployment, or exercise.

Networked Swarms. Swarming is a tactic wherein social media users target individual accounts and hashtags online 
to harass other users or spread harmful misinformation. Swarms can be dangerous not only for their attacks on 
individuals but also for their manipulation of conversations online. Recently anti-vaxxers have used social media 
to harass healthcare workers and overwhelm hashtags with misinformation. Dr. Zubin Damania created the 
hashtag #DoctorsSpeakUp to try to combat anti-vaccine misinformation online after seeing Dr. Nicole Baldwin 
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receive death threats for making a video in support of vaccines.328 The hashtag, however, was commandeered by 
anti-vaxxers, who used it in posts such as “When will #DoctorsSpeakUp that vaccines harm and kill children?” 
and “Why won’t #DoctorsSpeakUp that vaccines harm many of their patients?”329 Renée DiResta, a researcher at 
Stanford, commented on anti-vaxxers’ use of swarming tactics: “They’re very effectively able to deploy a brigade to 
flood the comments, or flood the hashtag making it look like the vast majority of public opinion feels a certain way. 
It’s to create the perception that there are very large groups of people who distrust vaccines.”330

In the future, it is possible that swarming could be used to try to deny the public vital information in a crisis or to 
amplify a false message that drowns out legitimate communications. An IO accompanying a major armed conflict 
could be used to flood social media with false information with the intent of preventing the public from having any 
idea about what was happening. 

Brigading. Brigading is another form of harassment that resembles swarming but typically involves a specific, targeted 
action. It originates from the online forum Reddit. On Reddit, users from one subreddit, a forum dedicated to a 
particular topic, would work as a group to “downvote” postings on another subreddit, which would result in the 
targeted subreddit reaching fewer users’ feeds and effectively censoring it.331 Brigading has since been used on other 
platforms, and includes all activity done with the intention of manipulating the popularity of online content. This 
may include mass retweeting or liking a post as a means of making content more visible, and also includes making 
content appear to be less popular, such as mass commenting with negative comments to make the post appear 
controversial.332 Mass reporting is another form of brigading wherein a group reports the posts or account of a social 
media user they wish to attack, often triggering the platform to disable or remove the targeted account until the 
reports can be reviewed.333

Swatting. Swatting is a form of harassment that became popular among internet communities to harass and threaten 
the lives of targets. In a swatting event, a harasser calls a law enforcement agency and reports a fictitious threat, such 
as a bomb or hostage situation, at the home or workplace of their target, which can result in a SWAT team or similar 
emergency response being dispatched to the location. This tactic is far from harmless, and has resulted in the death 
of several targets. 

Around 2011, swatting became a tool of political harassment when conservative bloggers became the target of 
these attacks.334 Since then, swatting has become a tool of ideological extremists to harass and threaten those who 
disagree with them. One prolific “swatter” was recently sentenced for his targeting of minorities and journalists. 
John Cameron Denton, a former Atomwaffen Division leader in Texas, received a prison sentence in May 2021 
for his role in multiple instances of swatting.335 He “carefully chose” targets based on their identities, including a 
historically black church, an Islamic center, journalists with whom he disagreed, and members of various minority 
groups across the country.336 Denton participated in swatting attacks on 134 locations, using false claims of hostages, 
pipe bombs, and other violent occurrences to draw law enforcement responders to the scene.337 

Thus, swatting gives people the ability to threaten the lives of their chosen targets of harassment. 

Geotag squatting. Russia has made use of evolving technology to harass and target voices of dissent. When dissident 
Alexey Navalny was due to return to Russia from Germany on January 17, 2021, certain hashtags and locations 
on Instagram were flooded with pictures of human faces that appeared to have been created using a generative 
adversarial network, a way of using an AI to generate fake faces.338 These posts saturated the platform that many 
of Navalny’s supporters were using to organize, making it difficult for protesters to find authentic posts. This 
tactic, called geotag squatting, employs principles of brigading but has evolved into a more complex method. These 
accounts, seemingly of real, untrackable faces, were all posting from Red Square, calling for opposition to a rally, 
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but never specifying a time or location.339 Some observers perceived this as a tactic designed to draw protesters away 
from a previously agreed-upon protesting location.

Suppressive efforts in the new media sphere provide benefits for information operators in the gray zone both directly 
and indirectly. Suppressive tools provide mechanisms of action and forms of individual and collective mobilization 
that have concrete material effects on targets, from individuals to states. 

7.2 Offline Action 
Offline mobilizations are often associated with social movement organizing and activism. As this report showed, 
social media was utilized as an organizing tool for mobilizing multi-country pro-democracy protests across several 
Middle Eastern countries in 2011 during the Arab Spring. While these technological organizing methods were not 
the sole modality of mobilization, their use as a “new” tool for activism was cemented by the media coverage of the 
protests. Since the Arab Spring uprisings, multiple other activist movements have used social media organizing as 
a framework for drawing public and financial support, as well as bringing people to the streets. In the remainder 
of the 2010s, these efforts were used in support of the Occupy Wall Street and anti-austerity movements, as well 
as feminist and anti-racist movements, culminating in online mobilizations that converted to full blown protest 
movements such as #MeToo and Black Lives Matter.340 Each successive use of digital and social media for a 
mobilization spurred evolution of methods and tools as interested actors learned from that mobilization.

Indeed, activist groups and social movement participants look to other movements’ actions when developing their 
own strategies. A recent example of this is the migration of utilizing umbrellas to ward off rubber bullets and smoke 
canisters, originally used in the Hong Kong pro-democracy protests in 2019, then used in the U.S. in ongoing 
protests in Portland, Oregon. In Portland, additional tools were developed by activists using everyday items such as 
garbage cans to make shielding for protection against anti-crowd and dispersal technologies used by the police. The 
activists created workshops and training to assist each other in creating gear, while street medics set up tables and 
tents offering services to activists and journalists covering the protests.341 

As the Portland protests stretched from days into weeks, new contingents of activists mobilized, including the 
“Wall of Moms,” a group of mothers who began going to the protests and standing between the lines of police 
and activists to show their support for the protests and to provide a human wall of protection.342 After the Wall 
of Moms, a new group emerged called the “Leaf Blower Dads,” which similarly joined the protests to provide a 
protective function for activists by using gas-powered leaf blowers.343 The moms and the dads groups incorporated 
two types of tools, one a longstanding historical repertoire and the other newer. The longstanding historical tactic 
is the utilization of parental identity as a source of public political voice, which has been used often by mothers to 
protest government (in)action. The newer tactic, the use of leaf blowers, seems to at least be partially inspired by the 
Hong Kong protests’ use of easily accessible, everyday items as protective gear. A crucially important outcome of the 
Wall of Moms tactic in particular was that as media reported on the mothers’ mobilization, and the stories spread 
across social media, other mothers in multiple places in the United States began forming Wall of Moms chapters in 
their local communities. These examples show how IOs and the methods they use can emerge, migrate, and evolve, 
sometimes very rapidly. 

A major reason that Portland is a prime site for the development and evolution of offline action is its ongoing 
role as a site of contestation between political poles. Portland has regularly experienced street fighting along with 
other clashes.344 Ongoing mobilizations necessitate participants’ attention to and development of offline actions. 
Such techniques are reported widely by the media, thus making them more exploitable by others (i.e., aiding their 
evolutionary function). The remainder of this section outlines several examples of offline action efforts.
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Examples of Offline Action 
One of the most important goals for actors conducting an IO is to create some offline change in behavior, to 
produce a mobilizing effect. Offline action can be aimed at getting people to go out and do a set action, such as 
attending mass protests or voting a certain way. Conversely, these actions can be aimed at getting people to not do 
something, like the Internet Research Agency’s attempts to get people to stay home from the 2016 U.S. presidential 
election. Plandemic is an example of how offline action can be aimed at mobilizing a population to varying ends.

The “Plandemic”

The COVID-19 pandemic spawned numerous conspiracy theories. Prominent theories often linked the coronavirus 
to other popular conspiracy theories, such as those concerning 5G cell phone networks. COVID-19 conspiracy 
theorists received a major boon on May 4, 2020, when a 26-minute “documentary” titled Plandemic: The Hidden 
Agenda Behind Covid-19 was released on over several social media platforms. The video paints the COVID-19 
pandemic as a nefarious plot by elites, and was rife with unfounded claims.345 These claims included the assertion 
that if a person was exposed to COVID-19, mask-wearing would “activate” the virus, prompting fears that mask 
wearing could actually make people get sick. Another claim was that “healing microbes” could be found in the 
ocean, which would cure those infected with COVID-19. 

The video went viral, receiving 8 million views within the first week of its release.346 The video faced significant 
criticism and was soon removed from major social media platforms. However, this deplatforming was anticipated 
by those sharing it, and potentially boosted interest in Plandemic. This, as the Atlantic Council’s Digital Forensic 
Research Lab notes, is known as the “Streisand effect,” whereby suppressing content online can make it spread more 
rapidly, similar to how the banning of certain books may increase readership.347 The video was quickly reposted on 
alt-tech platforms like BitChute.348 

Despite its eventual debunking and removal from mainstream platforms, Plandemic had an impact on the behavior 
of those who watched it. The “documentary” is believed to have increased vaccine hesitancy and decreased the 
willingness of viewers to comply with public health measures.349 Plandemic served as a catchy on-ramp for viewers 
to dive deeper into the interconnected world of conspiracy theories. But the video also spurred participation 
in the numerous reopening protests during the height of COVID-19 lockdowns. Some of the protesters were 
mobilized by their belief that the lockdowns were a nefarious plot, prompting some protesters to attempt to storm 
government buildings.350 In addition to promoting vaccine hesitancy, COVID-19-related conspiracy theories have 
also mobilized individual instances of violence, such as when a man hijacked a train at the Port of Los Angeles to try 
to ram it into the USNS Mercy, a Navy hospital ship deployed to Los Angeles to assist with pandemic response. The 
hijacker believed that the ship’s arrival was part of a “government takeover.”351 Others have burned 5G cell network 
towers and attacked broadband workers in Canada and the United Kingdom.

Autonomous Zones

An older offline mobilization tactic, one developed by nineteenth century Parisian social movements, has been 
resurrected in contemporary protest movements since the 2010s. The first modern “autonomous zone” arose in 
Paris for several months in 1871 and was known as the Paris Commune (additional communes also arose but were 
quickly put down in other French cities at the time). This tactic has been used in multiple locations since the fall of 
the Paris Commune. 

However, the use of autonomous zones has been increasing since the 2010s. These zones have been employed 
by various activist movements globally, with different strategies related to localized issues and political contexts. 
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Perhaps the most well-known recent use of this effort in the North American context was its heavy use across the 
United States during the height of the Occupy Wall Street movement. Occupy began in Manhattan in September 
2011, when activists gathered in and took over Zuccotti Park, “occupying” it for around 60 days. As the movement 
spread across the United States and globally, it was propagated by social media hashtags, and a variety of public 
spaces saw the erection of similar camps. These autonomous zones were characterized by decentralized leadership.

The autonomous zone tactic featured prominently amid the unrest that gripped the United States in 2020. On June 
8, 2020, ongoing street violence and political pressure led the Seattle Police Department to withdraw from its East 
Precinct, allowing protesters to occupy the building and establish the Capitol Hill Autonomous Zone (CHAZ).352 
CHAZ was marred by violence in the absence of law enforcement. While its most visible areas were home to 
murals and community gardens, two teenagers were murdered just blocks away. In total, four people were shot with 
firearms in CHAZ during its short existence.353 In addition to these incidents, a rape, arson, and burglary ultimately 
drew Seattle police back to the zone on July 1, spelling a quick end to CHAZ.

However, CHAZ’s short life did not stop it from serving as an inspiration for “activists across the U.S.”354 The 
PKAZ (Patrik Kimmons Autonomous Zone) popped up in Portland on June 18, 2020, but was dismantled several 
hours later. On June 22 the BHAZ (Black House Autonomous Zone) was cordoned off by activists in Washington, 
D.C.’s Lafayette Square; it was also dismantled quickly.

A number of other offline tactics, including black bloc and dearresting tactics, will be involved in establishment of 
autonomous zones. These tactics are also subject to evolutionary learning.

Mobilization to Violence

The shift from offline mobilization to action into mobilization to violence can be exploited and encouraged, or 
even incited as part of gray zone IOs. Peaceful protests can be leveraged (by infiltrators or others) to spur increasing 
violence and generate narratives of institutional and social breakdown in the target. 

Generating mobilization to violence in the new media sphere may include, but does not require, direct incitement. 
Propagating information framed in terms of an existential threat to an in-group (e.g., national, religious, class) 
identity is a primary mode of information manipulation to mobilize division, anger, and ultimately action. This 
modality is often used by extremist influencers and group leaders to promote group cohesion (in-group versus 
out-group) and action.355 Information framing in a polarized media environment can be exploited to incite and 
plan violent mobilization on a wider, networked scale. This occurred prior to the Capitol insurrection of January 
6, 2021. 

This report will not go into detail about the Capitol insurrection, a series of events that have the somewhat 
paradoxical distinction of having been simultaneously discussed ad nauseum yet at the same time understudied in 
key respects. Further, as we finalize this report, the United States House Select Committee on the January 6 Attack 
is shifting into high gear in its own investigation of the events. However, from what this report has already covered, 
a few aspects of the January 6 attack on the Capitol should be clear:

1)	 The Capitol attack should not be understood in isolation from other mobilizations that occurred 
throughout the course of 2020-21. Whether other mobilizations (anti-lockdown, racial justice, antifascist 
and anarchist) that occurred during that period can be seen as ideologically aligned with or in opposition 
to the January 6 mobilization, this report’s evolutionary framework makes clear that the various architects 
of the January 6 attack watched these mobilizations closely and learned from them.

2)	 Online mobilizations were extremely important to the massive protest turnout that occurred on January 
6 and also the attack on the Capitol. This report has extensively outlined a large number of methods and 
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capabilities that evolved over time to propagate information (e.g., data points suggesting a stolen election) 
and also to mobilize an audience from a digital space to a physical place.

3)	 In the current politicized environment, the January 6 mobilization will not be the last mobilization of 
political significance that intersects in important ways with extremism and extremist movements. This fact 
makes it all the more important to understand the techniques of propagation and mobilization that are 
examined in great detail in this report.

8. Implications
The propagation-mobilization framework proposed by this report allows for a rethinking of the strategic and 
tactical goals of gray zone IOs to amplify or suppress:

•	 These two impacts, of amplification and suppression, can produce either positive or negative feedback 
loops. Just as information can rapidly spread, it can also be suppressed by an IO. Similarly, mobilization 
can take the form of getting individuals to not do something, such as persuading them to stay home rather 
than voting.

•	 An IO can suppress information in order to mobilize a target audience. For example, an extremist online 
community may try to suppress moderate voices in order to produce a radicalizing effect. Or an IO 
targeting a state’s elections may amplify information about purportedly fraudulent voting machines in an 
effort to get people to stay home on election day. 

•	 Thus, by selectively controlling information propagation, an adversary’s IO could amplify information 
painting U.S. forces in a negative light while trying to suppress U.S. counter-messaging, in an effort to turn 
a foreign population against deployed American personnel in-country.

The conceptualization of gray zone operations as focused on propagation avoids the information-disinformation 
binary that dominates contemporary IO analysis. Though this report does discuss mis/disinformation in certain 
contexts, the core framework that the report rests on does not. This avoidance of placing mis/disinformation 
at the heart of our framework is very intentional and based on several factors, including the fact that there has 
been significant truth decay in the mainstream information sphere. Multiple factors present in the information 
environment, such as a tendency toward sensationalism, a rush to publish, and societal polarization have produced 
an erosion of trust in the mainstream media. They have also complicated the question of what is true and what 
is not. As the mainstream information sphere loses credibility, its counter-propagation power at least somewhat 
dissipates.

This report, and its propagation-mobilization framework, also highlights how the gap between propagation of 
information and mobilization to action has shrunk for reasons that are largely technological but also cultural. This 
makes it easier for a wide variety of actors, both benign and malign, to mobilize audiences at a distance and at scale:

•	 Simply put, the social media environment has hastened the connection between the propagation of ideas 
and mobilization to action. There are both advantages and disadvantages to this dynamic, but one distinct 
disadvantage is that people may mobilize with demands before the facts have become perfectly clear. Just 
ask Emmanuel Cafferty, who was summarily fired after he was accused of making a hand gesture that he 
didn’t make, which Twitter users thought possessed a meaning that it did not have.

•	 Individuals can come across information from a source online that, through the distinct features of 
social media, they have come to implicitly trust. This can be a celebrity, friends or family members, or 
someone who falls into that dubious category of extremely online persons known as influencers. As such, 
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the individuals who come across this information can internalize it and alter their behavior as a result. For 
example, a video like Plandemic can cause people to protest COVID-19 lockdowns or flout public health 
recommendations (e.g., refuse to get vaccinated, refuse to wear a mask). The consequences are potentially 
deadly.356

•	 Adversarial IOs have already exploited, and will continue to seek to exploit, this shrinking gap between 
propagation and mobilization.

The means of propagating information and mobilizing audiences to action are, generally speaking, used by a full 
range of actors. Thus, when forecasting emerging IO threats, it is necessary to understand that new adversarial 
IOs and IO methods could easily be adapted from legitimate actors; indeed, adversarial IOs often are. Adapting 
legitimate SEO practices, methods of making memes and viral content, or the methods used by influencers to reach 
large audiences should therefore be seen as means that could be adapted for an IO.

This report’s framework may be applied to anticipate emerging information operation. It behooves professionals 
utilizing this framework to keep note of IO efforts that have had significant impacts, or where the potential impact 
was significant. As other actors learn from one another about what works, and what techniques need to be refined, 
a successful or nearly successful IO is likely to be repeated by a different actor. The actor employing the IO will have 
noted its effectiveness as well. Therefore, an actor that applies a IOs successfully or quasi-successfully in one arena 
may apply it elsewhere. If an IO is conducted against an American ally, America should expect that the IO could 
target Canada, for example, next.

In the context of gray zone IOs, a state’s population is a vulnerable point that can be much more easily targeted 
than in years past due to technological developments. Perhaps the best response to this vulnerability is informing 
and educating the public on the importance of digital literacy, media literacy, and critical thinking skills. In other 
words, as IOs become more difficult to detect and disrupt, addressing the conditions that IOs exploit may be a 
promising course of action. Civic education, along with digital and media literacy programs, can help to inoculate 
the population against more obvious manipulation and address some underlying issues that could be exploited by 
an IO. Canada has already adopted a digital literacy program aimed at slowing the propagation of IO-generated 
information following issues of distrust and mis/disinformation tied to the 2019 national elections.357 

The narrowing propagation-mobilization gap described in this report should also be treated as a force protection 
issue:

•	 Increasing instances of extremism in militaries in the West and instances of extremist groups trying to 
recruit military personnel highlights the danger of possible insider threats that might consume extremist 
propaganda online and subsequently mobilize in support of a violent non-state actor.358

•	 It is particularly important to ensure that military personnel are trained in digital and media literacy, to 
recognize extremist IOs, and given concrete recommendations for preventing other military personnel 
from falling down extremist or conspiracist rabbit holes.

As attention shifts toward combating “fake news” and disinformation, it is likely that gray zone IOs in the new 
media sphere will lead to collateral damage as technology platforms and the public attempt to disrupt these 
IOs. Specifically, concerns about disinformation and conspiracy theories will likely result in the suppression of 
legitimate information as well, as our discussion of the COVID-19 lab leak hypothesis shows. It is thus necessary 
to exercise caution and some restraint in trying to combat and disrupt a gray zone IO lest the effort unintentionally 
silence legitimate debate. However, this could become even more of a challenge as IOs potentially begin to look 
increasingly authentic.



- 79 -

˄

Blind Sided: A Reconceptualization of the Role of Emerging Technologies in 
Shaping Information Operations in the Gray Zone

Ultimately, gray zone competition focuses on attacking an enemy nation’s will to achieve political goals. The most 
effective gray zone tool has been IOs targeting societal fractures and confidence in government. In this report, 
we explored the use of emerging technologies in the gray zone by creating and applying a new framework for 
understanding gray zone IOs that corrects common misconceptions that cause Western countries to be blindsided. 
The framework introduced two lines of effort to gray zone attacks: propagation and mobilization, and showed that 
gray zone IOs can be understood as having one of two impacts on these lines of effort, creating positive or negative 
feedbacks. In showcasing a variety of IOs to achieve propagation of information and mobilization to action, we 
hope that this report will help to enable scholars and researchers to build on this approach, increase awareness 
among technology developers and policymakers of the multiple material effects of the new media ecosystem and 
information environment, and last but certainly not least, this report is intended for use by practitioners to increase 
their ability in anticipating and countering a wide spectrum of threats from rival states, non-state actors, and 
individuals.
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